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Abstract

The shortest path problems (SPPs) with learning effects (SPLE) are widespread in practical applications and have not been studied yet. In this paper, we show that learning effects make SPLEs completely different from SPPs. An adapted A* (AA*) is proposed for the SPLE problem under study. Though global optimality implies local optimality in SPPs, it is not true in SPLEs. Because all sub-paths of potential shortest solution paths need to be stored during the search process, a search graph is adopted by AA* rather than a search tree used by A*. Admissibility of AA* is proven. Monotonicity and consistency of the heuristic functions of AA* are redefined and the corresponding properties are analyzed. Consistency/monotonicity relationships between the heuristic functions of AA* and those of A* are explored. Their impacts on efficiency of searching procedures are theoretically analyzed and experimentally evaluated.
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1. Introduction

Shortest Path Problems (SPP for short) are widespread in practical applications (e.g., logistics, transportation, robot path planning \cite{1,2}, vehicle routing \cite{3}) and no-wait flow shop scheduling \cite{4}. SPP tries to find the shortest path from the source node to the sink node in a graph. Generally, the distance, time or price of traversing of each arc is called cost. There are a large number of paths in the graph. The shortest path is the one has the minimum total cost. Traditionally, costs of all arcs are assumed to be known in advance and the SPP was called SSPP (Static Shortest Path Problem) \cite{3}. However, there are a lot of DSPPs (Dynamic Shortest Path Problem) in practical systems in which the cost of each arc changes with some factors (e.g., traffic status, learning experiences). Though there are a lot of studies on DSPPs (especially in traffic systems), the DSPP problem with learning experiences or effects (SPLE for short) has not been considered yet.
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In practice, costs of arcs in a path usually change with learning experience or “learning effect”[5]. “Learning effect” was first observed by Wright [6]. Nowadays there are a lot of topics associating with learning effects [7,9]. The shortest path problems in robot soccer matches (robot space exploration, robot rescue in hostile environments, etc.) are typical DSPP problems with learning experiences in which robots obtain learning experiences by interaction with environments using reinforcement learning [10–12]. More experiences imply shorter possible paths robots can find. In logistic systems, there are a lot of items to be sent to different distribution centers. Finding optimal paths for all items is a typical SPP problem. Post-persons become more and more experienced after they do the pick-up and drop-down operations many times [13], which makes the costs (times for transporting items) change with the learning effects. The no wait flowshop scheduling problem (NWFS) is another typical example. The processing time of a job becomes shorter if it is scheduled later in a sequence because the worker is more and more proficient to setup, clean, operate, control, or maintain machines. This problem can be transferred into the traveling salesman problem (TSP) with learning effects [14], a special case of the SPLP problem.

Generally, there are three types of learning effect models: position-based, sum-of-processing-time-based and experience-based [15]. Position-based learning means that learning is affected by the number of arcs being processed or traversed (the position in a sequence). Sum-of-processing-time-based learning takes into account the total time of all traversed arcs while experience-based learning is dependent on the experience of the processor [15]. These models are suitable for different settings. Position-based learning assumes that learning takes place by processing time independent operations like setting up of machines in scheduling problems. Sum-of-processing-time-based learning is the case where running the press itself is a highly complicated and error-prone process which exists in highly customized products, the production of high-end electric tools, maintenance of airplanes, pimping cars [16]. Experience-based learning describes processing times by “S”-shaped functions which includes three phases: the incipient (start-up) phase, the learning phase and the maturity phase [15]. In this paper, the commonly considered position-based learning effect is considered. The cost on each arc in SPLP is regularly changed with its position in the path.

Among existing methods for solving SPPs, A* is one of the most popular algorithms. The A* algorithm was originally presented by Hart et. al. [17], which was extended from the Dijkstra algorithm [18]. Heuristics are key to the time performance of A*. The A* algorithm usually outperforms other traditional exact algorithms for SPPs [19]. Recently, many variants of A* have been presented for SSPPs, such as NAMOA* (New Approach to Multi-Objective) [20], EES (Explicit Estimation Search) [21], and SSiPP (Short-Sighted Probabilistic Planner) [22]. Though there are many A* algorithms for DSPPs, most of them are for irregular ones (i.e., arc costs change stochastically). The one-to-all DSPP (finding the shortest paths between a start node to all the other nodes in a graph) for a given departure time can be transformed into a SSPP [23]. However, the transformation works only if the FIFO (first-in-first-out) property is satisfied [24]. In the literature [19], adaptations of the A* algorithm have been presented for computing the fastest paths in deterministic discrete-time dynamic networks, which also satisfy the FIFO property. By reusing the preceding searching information to find the shortest paths of a series of similar problems, some incremental versions of A* were proposed, such as LPA* (Lifelong Planning A*) [25], GLPA* (Generalized LPA*) [26], FSA* (Fringe-Saving A*) [27], D* (Dynamic A*) [28], D* Lite [29],
and Focused D* [30], LPA* [25] uses consistent heuristics. GLPA* [26] is a generalized framework from LPA*. When an A* search for the current search problem deviates from the A* search for the immediately preceding search problem, FSA* [27] restores the content of the OPEN list of A* in time at the point. Based on LPA*, D* Lite [29] is developed, which is simple, easy to analyze, and extendible in multiple ways. AD* [31] is effective for the dynamic and complex shortest path problem. Within allowed computing time, the AD* reuses the previous search efforts and continuously improves the solution. These algorithms iteratively determine the shortest paths using experience of the previous iteration when the arc costs of a graph change.

Generally, learning effects change the shortest path of the graph, i.e., the shortest path of an SPP is distinct from that of an SPLE. For example, there are two paths from s to γ in graph G in Figure 1. One path is s → n₁ → n₂ → n₃ → γ with total cost 40 and the other contains only arc s → γ with a total cost 38. Obviously, the second is shorter. However, costs of one arc are different when it is located at different positions when we take learning effects into account. For example, when we consider learning effects, the normal cost c(nᵢ, nⱼ) of arc (nᵢ, nⱼ) becomes c(nᵢ, nⱼ, r) = c(nᵢ, nⱼ) × r⁻₀.² if arc (nᵢ, nⱼ) is located at the rᵗʰ position of a path. If arcs are traversed in the above order, the arc costs in G are shortened as shown in Figure 2. The total cost of the path s → n₁ → n₂ → n₃ → γ becomes 10 + 8.71 + 8.03 + 7.58 = 34.31, which is less than the total cost 38 on the path s → γ, i.e., the shortest path in Figure 2 is different from that in Figure 1. Therefore, A* algorithms and the Dijkstra algorithm for SSPPs are not suitable for the SPLE problem under study. In addition, few of the above properties (e.g., the FIFO) in irregular DSSPs are satisfied in the SPLE, and existing algorithms for DSSPs are not suitable for the SPLE either. In this paper, the new characteristics in SPLE motivated us to develop the AA* (Adapted A*) algorithm for the SPLE. Admissibility, monotonicity, and consistency of AA* are analyzed as they are completely different from those of A*.

![Figure 1: The shortest path in graph G without learning effects](image)

The rest of the paper is organized as follows: The considered problem and some preparations are described in Section 2. Section 3 details the proposed AA* algorithm. Admissibility of the proposal is proven in Section 4. Section 5 redefines consistency (monotonicity) of the proposed algorithm and proves some corresponding properties. Experimental results of compared algorithms are shown in Section 6, followed by conclusions and future research in Section 7.
2. Problem Description and Properties

2.1. Problem description

Let $G$ be a finite directed graph $G = \langle N, A, c \rangle$ with a set of $|N|$ nodes and a set of $|A|$ arcs. Arc $(n, n')$ is labeled with a positive cost $c(n, n') \in R^+$. A path $P$ is a sequence of nodes going from the start node $n_0$ to some other node $n_k$ in $N$, i.e., $n_0 \rightarrow n_{[1]} \rightarrow n_{[2]} \rightarrow \ldots \rightarrow n_{[j]} \rightarrow n_k$. $n_{[i]} \in N$ is the $i^{th}$ node on $P$ and $(n_{[i]}, n_{[i+1]}) \in A$ for all $0 < i < j$, $(n_0, n_{[1]}) \in A$, and $(n_{[j]}, n_k) \in A$. For simplicity, let $Q = \{n_{[i]} | 1 \leq i \leq j\}$ and $\pi^Q = (\pi^Q_{[1]}, \pi^Q_{[2]}, \ldots, \pi^Q_{[j]})$ be a permutation of the elements in $Q$, i.e., $\pi^Q_i = n_i$. The path is denoted as $P_{(n_0, \pi^Q, n_k)}$. Since an arc can be in several paths with different positions in the shortest path problem with learning effects (SPE), the cost of the arc $(n_i, n_j)$ is $c(n_i, n_j, r) = c(n_i, n_j) \times r^\alpha (r = 1, 2, \ldots, \rho$ and $\rho = \min\{|N| - 1, |A|\})$. If arc $(n_i, n_j)$ is located at the $r^{th}$ position of $P$, where $\alpha < 0$ is the learning index. The cost $g_l(P)$ of the path $P$ is the sum of the costs of its arcs with learning effects, i.e., $g_l(P) = \sum_{i=0}^{k-1} c(n_{[i]}, n_{[i+1]}, i + 1)$. For a given set of goal nodes $\Gamma \subseteq N$, SPE tries to find the shortest path $P^*$ with the minimum cost $c(P^*)$ from $n_0$ to at least one node in $\Gamma$.

A* algorithms are commonly used in pathfinding and graph traversals. They are usually best-first search algorithms. As $A^*$ traverses the graph, it follows a path with the lowest expected total cost. The cost function $f(n)$ is the sum of two functions, i.e., $f(n) = g(n) + h(n)$, where the past path-cost function $g(n)$ denotes the cost of the path from the start node to the current node $n$, and the heuristic function $h(n)$ estimates the cost of a path from node $n$ to the goal node(s). Let $h^*(n)$ be the real cost of a path from node $n$ to the goal node(s). The $A^*$ algorithm is admissible if $h(n) \leq h^*(n)$ ($\forall n$), which guarantees that the optimal solution can be found if it exists.

For the problem under study, we consider the following assumptions:

(i) The cost of each arc is greater than some positive number $\epsilon$.

(ii) For any node $n$ in the search graph, $h(n) \leq h^*(n)$, i.e., $h(n)$ does not overestimate the real cost $h^*(n)$ in the graph without learning effects.

Notations used in the following are shown in Table 1.

2.2. Properties

Definition 1. A vector $\vec{u}=(u_1, u_2, \ldots, u_k)$ dominates $\vec{v}=(v_1, v_2, \ldots, v_k)$ (denoted by $\vec{u} < \vec{v}$) iff $\vec{u}$ is partially less than $\vec{v}$, i.e., $\forall i \in \{1, 2, \ldots, k\}, u_i \leq v_i \land \exists i \in \{1, 2, \ldots, k\}, u_i < v_i$. 

Figure 2: The shortest path in graph $G$ with learning effects
Let $P_{(n_0,\pi(Q_1),n_i)}$ and $P_{(n_0,\pi(Q_2),n_i)}$ be two sub-paths from the start node $n_0$ to node $n_i$ ($n_i \in N$) with costs $\tilde{g}_1 = (g_1, \rho - r_1)$ and $\tilde{g}_2 = (g_2, \rho - r_2)$ respectively. Two paths $P_1$ and $P_2$ are constructed by combining $P_{(n_0,\pi(Q_1),n_i)}$ and $P_{(n_0,\pi(Q_2),n_i)}$ with another sub-path $P_{(n_1,\pi(Q_3),\gamma)}$ where $Q_3$ is a subset of $N - \Gamma - \{n_0, n_i\} - Q_1 - Q_2$ and $\gamma \in \Gamma$.

**Theorem 1.** If $\tilde{g}_1 < \tilde{g}_2$, then $g_l(P_1) < g_l(P_2)$.

**Proof.**

$$g_l(P_1) = g_l^{(1)} + (r_1 + 1)^\alpha c(n_i, \pi^{Q_1}_{[i]}) + \sum_{i=2}^{|Q_3|} (r_1 + i)^\alpha c(\pi^{Q_3}_{[i-1]}, \pi^{Q_3}_{[i]}) + (r_1 + |Q_3| + 1)^\alpha c(\pi^{Q_3}_{[i||Q_3||]}, \gamma)$$
\[ g_l(P_2) = g_l^1 + (r_2 + 1)^{\alpha} c(n_i, \pi_{[l]}^{Q_3}) + \sum_{i=2}^{|Q_3|} (r_2 + i)^{\alpha} c(\pi_{[l-1]}^{Q_1}, \pi_{[l]}^{Q_3}) + (r_2 + |Q_3| + 1)^{\alpha} c(\pi_{[|Q_3|]}^{Q_3}, \gamma) \]

Then,

\[ g_l(P_2) - g_l(P_1) = (g_l^2 - g_l^1) + ((r_2 + 1)^{\alpha} - (r_1 + 1)^{\alpha}) c(n_i, \pi_{[l]}^{Q_3}) + \sum_{i=2}^{|Q_3|} (r_2 + i)((r_2 + i)^{\alpha} - (r_1 + i)^{\alpha}) c(\pi_{[l-1]}^{Q_1}, \pi_{[l]}^{Q_3}) + ((r_2 + |Q_3| + 1)^{\alpha} - (r_1 + |Q_3| + 1)^{\alpha}) c(\pi_{[|Q_3|]}^{Q_3}, \gamma) \]

\[ g_l^1 < g_l^2 \] implies that (i) \( g_l^1 < g_l^2 \), \( \rho - r_1 \leq \rho - r_2 \) or (ii) \( g_l^1 = g_l^2 \), \( \rho - r_1 \leq \rho - r_2 \). Similarly, \( f(x) = x^{\alpha} \) is a decreasing function since \( \alpha < 0 \). Therefore \( (r_2 + i)^{\alpha} - (r_1 + i)^{\alpha} \geq 0, \forall i \in \{1, \cdots, |Q_3| + 1\} \). According to \( g_l^1 < g_l^2 \), we obtain that \( g_l(P_2) - g_l(P_1) > 0 \), i.e., \( g_l(P_2) > g_l(P_1) \).

For the case (ii), \( g_l^1 = g_l^2 \) and \( r_1 > r_2 \). Because \( f(x) = x^{\alpha} (\alpha < 0) \) is a decreasing function, \( (r_2 + i)^{\alpha} - (r_1 + i)^{\alpha} > 0, \forall i \in \{1, \cdots, |Q_3| + 1\} \). In addition, \( g_l^1 = g_l^2 \), so \( g_l(P_2) > g_l(P_1) \).

The proof completes both cases of \( g_l^1 < g_l^2 \).

**Theorem 2.** If \( g_l^1 < g_l^2 \), then \( \bar{g}(P_1) < \bar{g}(P_2) \).

Proof. Because sub-path \( P_{(n_i, \pi(Q_3), \gamma)} \) has \( |Q_3| + 1 \) arcs, there are \( r_1 + |Q_3| + 1 \) and \( r_2 + |Q_3| + 1 \) arcs on \( P_1 \) and \( P_2 \) respectively. \( \bar{g}(P_1) = (g_l(P_1), \rho - (r_1 + |Q_3| + 1)) \), \( \bar{g}(P_2) = (g_l(P_2), \rho - (r_2 + |Q_3| + 1)) \). \( g_l^1 < g_l^2 \) implies that \( \rho - (r_1 + |Q_3| + 1) \leq \rho - (r_2 + |Q_3| + 1) \). According to \( g_l^1 < g_l^2 \), \( \bar{g}(P_1) < \bar{g}(P_2) \). Therefore \( \bar{g}(P_1) < \bar{g}(P_2) \).

For the shortest path \( P_{(n_0, \pi(Q), \gamma)} (\gamma \in \Gamma \) and \( Q \subseteq N - n_0 - \Gamma \) in graph \( G \) without learning effects, every sub-path \( S_{(n_0, n_1)}^{P_{(n_0, \pi(Q), \gamma)}} (n_1 \in Q) \) is the shortest path from the start node \( n_0 \) to node \( n_1 \). That is to say, global optimality implies local optimality. However, this is not true in the SPL problem studied in this paper.

**Theorem 3.** Let \( P_{(n_0, \pi(Q), \gamma)} (Q \subseteq N - \{n_0\} - \Gamma, \gamma \in \Gamma) \) be one of the shortest paths from start node \( n_0 \) to \( \Gamma \) in graph \( G \) with learning effects. The shortest path from node \( n_0 \) to node \( n_1 \) \((n_1 \in Q) \) in \( G \) with learning effects might not be a sub-path of \( P_{(n_0, \pi(Q), \gamma)} \).

Proof. Let \( P_{(n_0, \pi(Q_1), n_1)} (Q_1 \subseteq N - \{n_0, n_1\} - \Gamma) \) be the shortest path from \( n_0 \) to \( n_1 \) with cost \( g_1^* = (g_1^1, r_1) \) in \( G \) with learning effects. Assume there exists another path \( P_{(n_0, \pi(Q_2), n_1)} (Q_2 \subseteq N - \{n_0, n_1\} - \Gamma) \) with cost \( g_2^* = (g_2^1, r_2) \) and \( g_1^1 < g_2^1 \). Two paths \( P_1 \) and \( P_2 \) are constructed by combining \( P_{(n_0, \pi(Q_1), n_1)} \) and \( P_{(n_0, \pi(Q_2), n_1)} \) with sub-path \( P_{(n_i, \pi(Q_3), \gamma)} \) where \( Q_3 \subseteq N - \Gamma - \{n_0, n_1\} - Q_1 - Q_2 \). There are two cases:

(i) \( r_1 \geq r_2 \). Conditions \( g_1^1 < g_2^1 \) and \( r_1 \geq r_2 \) imply that \( \bar{g}_1 \approx \bar{g}_2 \). According to Theorem 2, \( P_1 \) is shorter than \( P_2 \).

(ii) \( r_1 < r_2 \). However, it is uncertain which one among \( P_1 \) and \( P_2 \) is better when \( g_1^1 < g_2^1 \) and \( r_1 < r_2 \), especially when \( g_1^1 \) is slightly less than \( g_2^1 \) and \( r_2 \) is much greater than \( r_1 \). Because of
learning effects and \( r_1 < r_2 \), \( g_i(P_2) - g^2_i \), the cost of \( S^{P_{(n_0,\pi(Q),\gamma)}}_{(n_i,\gamma)} \) on \( P_2 \), is less than \( g_i(P_1) - g^1_i \). Therefore, it is possible that \([g_i(P_1) - g^1_i] - [g_i(P_2) - g^2_i] > g^2_i - g^1_i\), i.e., \( P_1 \) is not \( P^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)} \) though \( P_1 \) contains the shortest sub-path \( P^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)} \).

To illustrate the case (ii) of Theorem 3 an example is now given. Assume node \( n_i \) is the previous node of \( \gamma \) on the shortest path and \( \bar{g}(P^{(n_0,\pi(Q),\gamma)}_{(n_1,\gamma)}) = (100, 99) \), \( \bar{g}(P^{(n_0,\pi(Q),\gamma)}_{(n_2,\gamma)}) = (95, 1) \), \( c(n_i, \gamma) = 20 \). If \( \alpha = -0.2 \), then \( c(n_i, \gamma, 100) = 100^{-0.2} \times 20 = 7.96 \) and \( c(n_i, \gamma, 2) = 2^{-0.2} \times 20 = 17.41 \). Therefore \( g_i(P_1) = 100 + 7.96 = 107.96 \) and \( g_i(P_2) = 95 + 17.41 = 112.41 \), i.e., \( P_1 \) is shorter than \( P_2 \).

**Theorem 4.** Let \( P^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)}(Q \subseteq N - \{n_0\} - \Gamma, \gamma \in \Gamma) \) be one of the shortest paths from the start node \( n_0 \) to \( \Gamma \) in graph \( G \) with learning effects. Every sub-path \( S^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)}(n_i \in Q) \) is one of the nondominated paths from the start node \( n_0 \) to node \( n_i \).

**Proof.** Assume that sub-path \( S^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)} \) is not a non-dominated path from the start node \( n_0 \) to node \( n_i \) with cost \( \bar{g} \). There must exist a path \( P^{(n_0,\pi(Q),\gamma)}_{(n,\gamma)}(Q_1 \subseteq N - \{n_0, n_i\} - \Gamma) \) with cost \( \bar{g}^j \) and \( \bar{g}^j < \bar{g} \). A new path \( P^{(n_0,\pi(Q'),\gamma)}_{(n_i,\gamma)}(Q' \subseteq N - \{n_0\} - \Gamma) \) can be generated by combining \( P^{(n_0,\pi(Q_1),\gamma)}_{(n_i,\gamma)} \) with the other sub-path \( S^{(n_i,\gamma)}_{(n_i,\gamma)} \). According to Theorem 1 \( g_i(P^{(n_0,\pi(Q'),\gamma)}_{(n_i,\gamma)}) < g_i(P^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)}) \), which is a contradiction to the optimality of path \( P^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)} \). Therefore, sub-path \( S^{(n_0,\pi(Q),\gamma)}_{(n_i,\gamma)} \) is one of the nondominated paths from the start node \( n_0 \) to node \( n_i \).

### 3. Adapted A* for SPLC problems

Theorems 3 and 4 illustrate that not only the shortest path \( P \) from the start node \( n_0 \) to some node \( n_i \) (\( n_i \in N \)) but also some other sub-paths need to be put in the list of solution paths to be explored (OPEN). If the path from \( n_0 \) to \( n_i \) contains more arcs, more learning effects are accumulated and then the total cost from \( n_i \) to \( \Gamma \) might decrease. Therefore, both the cost \( g_i \) and the included number of arcs \( r \) on the paths are included in the graph \( SG \). For the paths from the same start node to the same sink node and with the same cost \( g_i \), the bigger the \( r \) (or equivalently the smaller the \( \rho - r \)) implies a higher “learning effect” and a reduced total cost of the remaining sub-path.

Adapted A* (AA* for short) for the SPLC is a best-first heuristic search algorithm, adapted from A*. A seed solution path in \( G \) without learning effects \( n_0 \rightarrow n_{[1]} \rightarrow n_{[2]} \rightarrow \cdots \rightarrow n_{[k]} \rightarrow \gamma \) is generated by the weighted A* [2]. And we obtain \( C = c(n_0, n_{[1]}) + 2^0 c(n_{[1]}, n_{[2]}) + \cdots + (k + 1)^0 c(n_{[k]}, \gamma) \) as an upper bound. AA* starts the search process with the start node \( n_0 \). Initially, \( n_0 \) is set as the only node in the search graph \( SG \) and the sub-path tuple \((n_0, \bar{g}, f_l(n_0, 0))\) is introduced into the list OPEN. OPEN stores all the alternatives to be expanded, which are stored using a heap structure for a quick selection and retrieval. In every iteration, AA* selects the path \( P \) with the smallest \( f_l \) (randomly select one to break ties if there are any), which is determined by \( g_i + \rho_i \).

Each successor of \( P \) is expanded by deleting \( P \) from OPEN and moving the corresponding \( \bar{g} \) from \( G_{op} \) to \( G_{cl} \). A* uses a search tree to record the shortest paths from the start node to the expanded nodes, e.g., only the shortest path from the source node to node \( n_i \) is recorded in the tree.
if more than one path from the source node to the same node $n_i$ has been found. However, AA* uses the search graph $SG$ to store all the non-dominated paths found to the same node $n_i$ in terms of Theorem 4. $G_{op}(n_i)$ and $G_{cl}(n_i)$ are two path sets with $n_i$ being the sink node. $G_{op}(n_i)$ contains the expanded paths and $G_{cl}(n_i)$ contains the unexpended ones respectively.

Let $P'$ be a new path to node $n_i$ which is constructed during the expansion with an estimated cost $f_i(P')$ being calculated by $g_i(P') + h_i(P')$. If $n_i \in \Gamma$ and $f_i(P') < C$, $C$ is updated to $g_i(P')$ (denoted as $F_UP \leftarrow true$). $P'$ and all the paths in $G_{op}(n_i) \cup G_{cl}(n_i)$ are verified and three operations are carried out: (i) PRUNE is performed if there are dominations, i.e., $P'$ is discarded if it is dominated by some element $P'' \in G_{op}(n_i) \cup G_{cl}(n_i)$, or $P''$ is removed if $P'$ dominates $P''$ by deleting its tuples from both $G_{op}(n_i) \cup G_{cl}(n_i)$ and $OPEN$ (if the tuple of $P''$ was already in $OPEN$). (ii) FILTER is performed if there are some bad path(s), i.e., $P'$ is discarded if $f_i(P') > C$ or $P'' \in G_{op}(n_i)$ is removed if $f_i(P'') > C$ when $F_UP = true$ by deleting its tuples from both $G_{op}(n_i)$ and $OPEN$. Otherwise, (iii) ENTER is performed by inserting the tuples of $P'$ into both $G_{op}(n_i)$ and $OPEN$. The process is repeated until $OPEN$ is empty, i.e., no path can be expanded. The shortest paths from the start node to the goal nodes are constructed by backtracking from $SG$.

Let $\vec{g}$ be the cost vector of a path from the start node to the current node $m$. PRUNE returns true when the new expanded path is discarded. PRUNE is formally described in Algorithm 1.

<table>
<thead>
<tr>
<th>ALGORITHM 1: Boolean PRUNE($m, \vec{g}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 begin</td>
</tr>
<tr>
<td>2 if $m \notin \Gamma$ then</td>
</tr>
<tr>
<td>3 foreach $\vec{g}' \in G_{op}(m) \cup G_{cl}(m)$ do</td>
</tr>
<tr>
<td>4 if $\vec{g}' \prec \vec{g}$ then</td>
</tr>
<tr>
<td>5 return true;</td>
</tr>
<tr>
<td>6 if $\vec{g} \prec \vec{g}'$ then</td>
</tr>
<tr>
<td>7 Eliminate $\vec{g}'$ from $G_{op}(m) \cup G_{cl}(m)$;</td>
</tr>
<tr>
<td>8 Remove the arc $(n, m)$ ($n \in Predecessor(m)$) from the path with $\vec{g}'$ in $SG$;</td>
</tr>
<tr>
<td>9 if $\vec{g}' \in G_{op}(m)$ then</td>
</tr>
<tr>
<td>10 Eliminate $(m, \vec{g}', f')$ from $OPEN$;</td>
</tr>
<tr>
<td>11 return false.</td>
</tr>
</tbody>
</table>

Let $(m, \vec{g}, f_i)$ be the tuple in $OPEN$ of a path from the start node to the current node $m$, and $c$ be the cheapest solution cost found so far. FILTER returns true if the new expanded path is discarded. FILTER is formally described in Algorithm 2.

The pseudocode of $AA^*$ for the SPL is formally described in Algorithm 3.

To illustrate the $AA^*$ algorithm, a labeled directed graph is given in Figure 3, where $n_0$ is the start node and $\gamma$ is the only goal node. The graph contains 8 nodes and 14 arcs. Because no cycle is included on the path from the start node $n_0$ to $\Gamma$, there are at most $\rho = \min\{8 - 1, 14\} = 7$ arcs. The learning effect factor $\alpha$ takes a value of -0.2. $C$ is initialized as $+\infty$. $c(n, \gamma)$ is the cost of arc
ALGORITHM 2: Boolean FILTER( $m,n,\vec{g}, f_l, F_{UP}$ )

\begin{algorithmic}
\STATE \textbf{begin}
\STATE \quad \textbf{if} $f_l > C$ \textbf{then}
\STATE \quad \quad \textbf{return} true;
\STATE \quad \textbf{if} $f_l = C$ \textbf{and} $F_{UP} = \text{false}$ \textbf{then}
\STATE \quad \quad \textbf{return} false;
\STATE \quad \textbf{if} $F_{UP} = \text{true}$ \textbf{then}
\STATE \quad \quad \textbf{foreach} $(m, \vec{g}', f'_l) \in \text{OPEN}$ \textbf{do}
\STATE \quad \quad \quad \textbf{if} $f'_l > C$ \textbf{then}
\STATE \quad \quad \quad \quad \text{Delete the tuple $(m, \vec{g}', f'_l)$ in OPEN and $\vec{g}'$ in $G_{op}(m)$;}
\STATE \quad \quad \quad \quad \text{Remove the arc $(n,m) (n \in \text{Predecessor}(m))$ from the path with the}
\STATE \quad \quad \quad \quad \text{estimate $f'$ in $SG$;}
\STATE \quad \textbf{return false}.
\STATE \textbf{end}
\end{algorithmic}

$(n, \gamma)$ if it exists in $G$, otherwise it is $+\infty$. In the graph $G$ without learning effects, the heuristic value $h$ is defined as $h(n) = \min\{c(n,\gamma), \min_{n_s \in \text{Successor}(n)} c(n,n_s) + \min_{n_p \in \text{Predecessor}(\gamma)} c(n_p,\gamma)\}$. In the graph $G$ with learning effects, the heuristic value $h_l(n) = \rho^\alpha \times h$ is used to evaluate the value of $h^*_l$ ($h_l$ is computed by $\rho^\alpha \times h = 7^{-0.2} \times h$ in this example). $h$ and $h_l$ for each node are given in Table 2.

Figures 4-9 illustrate the changes on the search graph when AA* is performed on the example, which show the operations PRUNE, FILTER, and the updating operations on $G_{op}$, $G_{cl}$ sets and OPEN. A trace of OPEN is seen in Table 3 Details for the data-structures in each iteration are given in the following.

(1) $n_0$ is initialized as the root and the only node of the search graph $SG$. Therefore $g_l(n_0,0) = 0$, $\rho-0 = 7$, $G_{op}(n_0) \leftarrow \{(0,7)\}$, and $G_{cl}(n_0) = \emptyset$. $f_l = g_l(n_0,0) + h_l(n_0) = 0 + 2.033 = 2.033$. Therefore OPEN $\leftarrow \{(n_0, (0,7), 2.033)\}$.

(2) The only path in OPEN is selected, of which the four extensions $n_1$, $n_2$, $n_3$, $n_4$ are added to $SG$ and OPEN. The corresponding four arcs are located at the first positions of the generated search paths respectively. The learning effect has no impact on their costs, i.e., they are unchanged. Since $g_l(n_1,1) = 6$ and there are at most 6 arcs in any path from node $n_1$ to goal node $\gamma$, $\vec{g}(n_1,1) = (6,6)$. $f_l(n_1,1) = g_l(n_1,1) + h_l(n_1) = 6 + 3.338 = 9.338$. $G_{op}(n_1) \leftarrow \{(6,6)\}$ and $(n_1, (6,6), 9.338)$ is inserted into OPEN. The other extensions are processed in the same way. The resulting $SG$ is depicted in Figure 4.

(3) Node $n_3$, with the smallest estimated cost in OPEN, is selected for extension. $n_1$ is the only offspring of $n_3$. The arc $(n_3,n_1)$ is located at the 2\textsuperscript{nd} position in a new path. Because of the learning effect, the cost of the arc $c(n_3,n_1,2)$ is $2 \times 2^{-0.2} = 1.741$. The new sub-path to node $n_1$ dominates the existing ones in OPEN. According to Theorem 1 a path to $\gamma$ including
ALGORITHM 3: Algorithm AA* for SPLE

**Input:** A finite labeled directed graph \( G = (N, A, e) \), a start node \( n_0 \in N \), a set of goal nodes \( \Gamma \subseteq N \), a constant learning index \( \alpha \leq 0 \)

**Output:** The minimum cost paths in \( G \) from \( n_0 \) to \( \Gamma \)

\[
\begin{align*}
&\text{begin} \\
&\quad C \leftarrow +\infty; \\
&\quad \text{Set } n_0 \text{ as the root of the acyclic search graph } SG; \\
&\quad \rho \leftarrow \min\{|N| - 1, |A|\}, \quad g_l(n_0, 0) \leftarrow 0, \quad \bar{g}(n_0, 0) \leftarrow (g_l(n_0, 0), \rho), \quad h_l(n_0) \leftarrow \rho^\alpha \times h(n_0), \\
&\quad f_l(n_0, 0) \leftarrow g_l(n_0, 0) + h_l(n_0); \\
&\quad G_{op}(n_0) \leftarrow \{\bar{g}(n_0, 0)\}, \quad G_{cd} \leftarrow \emptyset, \quad OPEN \leftarrow \{(n_0, \bar{g}(n_0, 0), f_l(n_0, 0))\}; \\
&\quad \text{while } OPEN \neq \emptyset \text{ do} \\
&\quad \quad \text{Select the path } (n, \bar{g}(n, r), f_l(n, r)) \text{ in } OPEN \text{ with the lowest } f_l; \\
&\quad \quad \text{Delete } (n, \bar{g}(n, r), f_l(n, r)) \text{ from } OPEN; \\
&\quad \quad \text{Move } \bar{g}(n, r) \text{ from } G_{op}(n) \text{ to } G_{cd}(n); \\
&\quad \quad \text{if } n \notin \Gamma \text{ then} \\
&\quad \quad \quad \text{Generate the set } M \text{ by expanding node } n, \text{ which contains only the successors not already ancestors of node } n \text{ in } SG; \\
&\quad \quad \quad \quad \text{foreach } m \in M \text{ do} \\
&\quad \quad \quad \quad \quad F_{UP} \leftarrow \text{false}, \quad g_l(m, r + 1) \leftarrow g_l(n, r) + c(n, m) \times (r + 1)^\alpha; \\
&\quad \quad \quad \quad \quad \bar{g}(m, r + 1) \leftarrow (g_l(m, r + 1), \rho - (r + 1)), \quad f_l(m, r + 1) \leftarrow g_l(m, r + 1) + \rho^\alpha \times h(m); \\
&\quad \quad \quad \quad \quad \text{if } m \in \Gamma \& f_l(m, r + 1) < C \text{ then} \\
&\quad \quad \quad \quad \quad \quad C \leftarrow g_l(m, r + 1), \quad \text{goal} \leftarrow \{m\}, \quad F_{UP} \leftarrow \text{true}; \\
&\quad \quad \quad \quad \quad \text{if } \text{PRUNE}(m, \bar{g}) = \text{false} \text{ then} \\
&\quad \quad \quad \quad \quad \quad \quad \text{Establish a pointer from } m \text{ to } n \text{ with the cost } \bar{g}(m, r + 1) \text{ in } SG; \\
&\quad \quad \quad \quad \quad \quad \quad \text{Insert } (m, \bar{g}(m, r + 1), f_l(m, r + 1)) \text{ to } OPEN; \\
&\quad \quad \quad \quad \quad \quad G_{op}(m) \leftarrow G_{op}(m) \cup \{\bar{g}(m, r + 1)\}; \\
&\quad \quad \quad \quad \quad \quad /* \text{ A path from } n_0 \text{ to a new goal node in } \Gamma \text{ with cost } g_l = C \text{ is found.} */ \\
&\quad \quad \quad \quad \quad \text{if } F_{UP} = \text{false} \text{ and } g_l = C \text{ and } m \in \Gamma \text{ and } m \notin \text{goal} \text{ then} \\
&\quad \quad \quad \quad \quad \quad \quad \text{goal} \leftarrow \text{goal} \cup \{m\}; \\
&\quad \quad \text{end} \\
&\quad \text{return } \text{The paths from goal to the start node.} \\
\end{align*}
\]

the new sub-path is shorter than that of the one including the existing sub-path. By PRUNE, the arc \((n_1, n_0)\) is removed from \(SG\), the tuple \((n_1, (6, 6), 9.338)\) is deleted from \(OPEN\), and \(\bar{g}(n_1, 1)\) is eliminated from \(G_{op}(n_1)\). Similarly, the arc \((n_1, n_3)\) is added to \(SG\). The tuple \((n_1, (2.741, 5), 6.129)\) is inserted into \(OPEN\), and the vector \(\bar{g}(n_1, 2) = (2.741, 5)\) is appended to \(G_{op}(n_1)\). The \(n_3\) expanding process is shown in Figure 5

4. Node \(n_1\) is selected for expansion from \(OPEN\) because it had the smallest cost estimation. There are two direct successors, \(n_4\) and \(n_6\). The cost \(c(n_1, n_4, 3) = 3 \times 3^{-0.2} = 2.408\) because the arc is located at the 3rd position in the path. Therefore, \(g_l(n_4, 3) = g_l(n_1, 2) + c(n_1, n_4, 3) = 2.741 + 2.408 = 5.149\) and \(\bar{g}(n_4, 3) = (5.149, 4)\). Now there are two paths reaching \(n_4\), of which the cost vectors do not dominate each other. In terms of Theorems 5
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(5) Node $n_4$ is selected because its $f_i$ is the cheapest in $OPEN$, from which $n_6$ and $\gamma$ are extended. The cost of the new path leading to the goal node $\gamma$ is 9.353, which is cheaper than $C$. Therefore $C$ is updated to 9.353, and the path to $n_2$ is filtered because $f_i(n_2) = 9.355 > C$ using steps 8 and 9 in FILTER. And the path to $n_6$ is filtered since $f_i(n_6) = 10.945 > C$. A pointer from $\gamma$ to $n_4$ is added to $SG$. The tuple $(\gamma, (9.353, 5), 9.353)$ is inserted into $OPEN$, and the vector $\vec{g}(\gamma, 2) = (9.353, 5)$ is appended to $G_{op}(\gamma)$. As for $n_6$, the cost of arc $(n_4, n_6)$ is now $c(n_4, n_6, 2) = 4 \times 2^{-0.2} = 3.482$. $g_i(n_6, 2) = 5 + 3.482 = 8.482$, and $f_i(n_6, 2) = g_i(n_6, 2) + h_i(n_6) = 8.482 + 3.388 = 12.860$. Therefore, the path to $n_6$ is discarded by FILTER because $f_i(n_6, 2) > C$. The $n_4$ expanding process is shown in Figure 6.

(6) Next, the second path to $n_4$ (with $\vec{g}(n_4, 3) = (5.149, 4)$) is selected, as it has the smallest $f_i$ in $OPEN$. The two direct successors $\gamma$ and $n_6$ of $n_4$ are checked again. The arc $(n_4, \gamma)$ is located at the $4^{th}$ position in the newly generated path with the cost $c(n_4, \gamma, 4) = 5 \times 4^{-0.2} = 3.789$. Therefore, $f_i(\gamma, 4) = g_i(\gamma, 4) = g_i(n_4, 3) + c(n_4, \gamma, 4) = 5.149 + 3.789 = 8.938$ which is less than $C = 9.353$, and $C$ is updated to 8.938. The extension to $\gamma$ is generated. The cost of arc $(n_4, n_6)$ is changed to $c(n_4, n_6, 4) = 4 \times 4^{-0.2} = 3.031$. $g_i(n_6, 4) = 8.180$, $f_i(n_6, 4) = g_i(n_6, 4) + h_i(n_6) = 8.180 + 3.388 = 11.568 > C = 8.938$. Therefore, the sub-path to $n_6$ is discarded by FILTER. The resulting $SG$ is depicted in Figure 8.

(7) Now the only remaining alternative $(\gamma, (8.938, 3), 8.938)$ in $OPEN$ is selected and removed from $OPEN$. $OPEN$ is now empty. The algorithm traces back the obtained $SG$ from $\gamma$. The obtained path with cost 8.938 is returned, as demonstrated in Figure 9.

AA* records the non-dominated sub-paths in the search graph. Though it is similar to NAMOA* (New Approach to Multi-Objective A*), there are several differences between them: (i) AA* is for a single objective while NAMOA* was for multiple objectives, i.e., AA* returns the shortest solution paths while NAMOA* gives the optimal Pareto solution set. (ii) Along one optimal solution path, all the elements of $\vec{g}$ increase simultaneously in NAMOA* whereas it is not the case in AA*. In the cost vector of any path $\vec{g} = (g_i(n_i, r), \rho - r)$ of the AA*, the first element $g_i(n_i, r)$ increases along the solution path while the second one $\rho - r$ decreases. However, there are multiple elements in the cost vector $\vec{g}$ of NAMOA* and all the elements increase simultaneously.

---

Table 2: Heuristic Function

<table>
<thead>
<tr>
<th>$n$</th>
<th>$n_0$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$n_3$</th>
<th>$n_4$</th>
<th>$n_5$</th>
<th>$n_6$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h(n)$</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>$h_l(n) = 7^{-0.2} \times h(n)$</td>
<td>2.033</td>
<td>3.338</td>
<td>1.355</td>
<td>2.710</td>
<td>3.388</td>
<td>2.033</td>
<td>3.388</td>
<td>0</td>
</tr>
</tbody>
</table>
(iii) NAMOA* considers the static shortest path problems but AA* deals with the regular dynamic shortest path version. These distinct aspects lead to different properties, which are analyzed below.
Figure 6: Search graph (iteration 4)

Figure 7: Search graph (iteration 5)

Figure 8: Search graph (iteration 6)
4. Admissibility of AA*

An algorithm is *admissible* if it is guaranteed to return an optimal solution whenever a solution exists. Let $h_i^*(n_i, r)$ be the cheapest cost of the paths going from node $n_i$ to $\Gamma$ in $G$ with learning effects where node $n_i$ is located at the $r^{th}$ position. Similar to the definition of admissible heuristics for A*, we define admissible heuristics for AA*:

**Definition 2.** A heuristic function $h_i$ is admissible if $h_i(n) \leq h_i^*(n, r)$ for each node $n \in G$.

**Theorem 5.** If $h(n)$ is admissible in the graph $G$ without learning effects, then $h_i(n) = \rho^\alpha h(n)$ is admissible in $G$ with learning effects.

**Proof.** Let $P(n_i, \pi(Q), \gamma)$ ($Q \subset N - \Gamma - \{n_i\}$ and $\gamma \in \Gamma$) be the shortest path from node $n_i$ to $\Gamma$ and $n_i$ located at the $r^{th}$ position in $G$ with learning effects. Then $\forall r (r + |Q| + 1 \leq \rho)$:

$$h_i^*(n_i, r) = c(n_i, \pi_{[1]}^Q, r + 1) + \sum_{j=1}^{|Q|-1} c(\pi_{[j]}^Q, \pi_{[j+1]}^Q, r + j + 1) + c(\pi_{[|Q|]}^Q, \gamma, r + |Q| + 1)$$

$$= (r + 1)^\alpha c(n_i, \pi_{[1]}^Q) + \sum_{j=1}^{|Q|-1} (r + j + 1)^\alpha c(\pi_{[j]}^Q, \pi_{[j+1]}^Q) + (r + |Q| + 1)^\alpha c(\pi_{[|Q|]}^Q, \gamma)$$

Since $f(x) = x^\alpha$ ($\alpha < 0$) is a decreasing function and $r + |Q| + 1 \leq \rho$, we obtain:

$$h_i^*(n_i, r) \geq \rho^\alpha c(n_i, \pi_{[1]}^Q) + \sum_{j=1}^{|Q|-1} \rho^\alpha c(\pi_{[j]}^Q, \pi_{[j+1]}^Q) + \rho^\alpha c(\pi_{[|Q|]}^Q, \gamma)$$

$$= \rho^\alpha [c(n_i, \pi_{[1]}^Q) + \sum_{j=1}^{|Q|-1} c(\pi_{[j]}^Q, \pi_{[j+1]}^Q) + c(\pi_{[|Q|]}^Q, \gamma)]$$

Because $h^*(n_i)$ is the cheapest cost of the path from $n_i$ to $\Gamma$ in the graph $G$ without learning effects, then $c(n_i, \pi_{[1]}^Q) + \sum_{j=1}^{|Q|-1} c(\pi_{[j]}^Q, \pi_{[j+1]}^Q) + c(\pi_{[|Q|]}^Q, \gamma) \geq h^*(n_i)$.

Therefore, $h_i^*(n_i, r) \geq \rho^\alpha h^*(n_i)$.

If $h(n)$ is admissible, it implies that $h^*(n_i) \geq h(n_i)$. Therefore, $h_i(n_i) = \rho^\alpha h(n_i) \leq \rho^\alpha \times h^*(n_i) \leq h_i^*(n_i, r)$, i.e., $h_i(n) = \rho^\alpha h(n)$ is admissible in $G$ with learning effects. \qed

Figure 9: The final solution subgraph
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Lemma 1. Let \( P_{(n_0, \pi(Q), \gamma)}(Q \subseteq N - \{n_0\} - \Gamma, \gamma \in \Gamma) \) be one of the shortest paths from the start node \( n_0 \) to \( \Gamma \) in the graph \( G \) with learning effects. For any sub-path \( S_{(n_0, n_i)} \) in OPEN, \( f_i(S_{(n_0, n_i)}^{P_{(n_0, \pi(Q), \gamma)}}) \leq c^* \).

Proof. According to Theorem 5, \( h_i(n_i) \leq h_i^*(n_i, r) \) for \( r = 0, 1, \ldots, \rho \). Therefore,
\[
f_i(S_{(n_0, n_i)}^{P_{(n_0, \pi(Q), \gamma)}}) = g_i(S_{(n_0, n_i)}^{P_{(n_0, \pi(Q), \gamma)}}) + h_i(n_i) \leq g_i(S_{(n_0, n_i)}^{P_{(n_0, \pi(Q), \gamma)}}) + h_i^*(n_i, r) = c^*.\]
\[
\square
\]

Lemma 2. For any shortest path from the start node \( n_0 \) to \( \Gamma \), \( P_{(n_0, \pi(Q), \gamma)}(Q \subseteq N - \{n_0\} - \Gamma, \gamma \in \Gamma) \) in the graph \( G \) with learning effects, there is always a sub-path \( S_{(n_0, n_i)}^{P_{(n_0, \pi(Q), \gamma)}} \) \( (n_i \in Q \cup \{n_0\}) \) stores into \( SG \), \( G_{op}(n_i) \), and OPEN in each iteration before completing the construction of \( P_{(n_0, \pi(Q), \gamma)} \).

Proof. (Mathematical Induction) Base case: At the beginning search of \( AA^* \), only \( n_0 \) is selected for expansion. The path including only node \( n_0 \) is a sub-path of \( P_{(n_0, \pi(Q), \gamma)} \), i.e., \( S_{(n_0, n_0)}^{P_{(n_0, \pi(Q), \gamma)}} \) is stored into \( SG \) and \( g(S_{(n_0, n_0)}^{P_{(n_0, \pi(Q), \gamma)}}) \in G_{op}(n_0) \).

Induction step: We assume that the conclusion of the lemma is true in the \( k^{th} \) iteration, i.e., there is always a sub-path (for simplicity, it is denoted as \( S_k^P \)) of \( P_{(n_0, \pi(Q), \gamma)} \) stored into \( SG \), \( G_{op} \), and OPEN in iteration \( k \). Now we would prove it true in iteration \( k + 1 \), i.e., there must be a sub-path \( S_{k+1}^P \) in \( SG \), \( G_{op} \), and OPEN in iteration \( k + 1 \). There are two cases for \( S_k^P \) in iteration \( k + 1 \).
1. $S_k^P$ is not selected for expansion. Since $S_k^P$ is a sub-path of $P(n_0,\pi(Q),\gamma)$, $S_k^P$ is not dominated by any new expanded paths according to Theorem [4] i.e. $S_k^P$ can not be pruned by PRUNE. In addition, Lemma [8] indicates that $f_i(S_k^P) \leq c^*$. Because of $C \geq c^*$, $f_i(S_k^P) \leq C$, which implies that $S_k^P$ can not be filtered by FILTER. In other words, $S_k^P$ is unchanged, i.e., $S_{k+1}^P = S_k^P$.

2. $S_k^P$ is selected for expansion. When $n_i = \gamma$, $P(n_0,\pi(Q),\gamma)$ is constructed, which is in SG and $G_{id}(n_i)$ but not in $G_{op}(n_i)$ and OPEN. When $n_i \neq \gamma$, the newly constructed sub-path $S_k^P$ can not be either pruned or filtered according to Theorem [4] and Lemma [8]. In other words, $S_{k+1}^P$ is stored into $SG$, $G_{op}(n_i)$ and in OPEN.

Therefore, there is always a sub-path $S^{P(n_0,\pi(Q),\gamma)}_{(n_0,n_i)}$ ($n_i \in Q \cup \{n_0\}$ ) stored into $SG$, $G_{op}(n_i)$ and OPEN in each iteration before completing the construction of $P(n_0,\pi(Q),\gamma)$.

**Corollary 1.** A non-shortest path from the start node $n_0$ to the goal nodes $\Gamma$ can never be selected for expansion.

**Proof.** By contradiction, let $P(n_0,\pi(Q),\gamma)$ ($Q \subseteq N - \Gamma - \{n_0\}$ and $\gamma \in \Gamma$) be a non-shortest path leading to $\Gamma$ in the graph $G$ with learning effects with cost $c'$. It is obvious that $c^* < c'$. We have $f_i(P(n_0,\pi(Q),\gamma)) = g_i(P(n_0,\pi(Q),\gamma)) + h_i(\gamma) = g_i(P(n_0,\pi(Q),\gamma)) + 0 = g_i(P(n_0,\pi(Q),\gamma)) = c'$. By Lemmas [1] and [2], there is always a sub-path $S^{P*}_{(n_0,n_i)}$ of the optimal solution path $P^*$ ($n_i$ is a node on $P^*$) in OPEN with cost $f_i(S^{P*}_{(n_0,n_i)}) \leq c^*$ before completing the construction of $P^*$. There are two cases: (i) Before completing construction of $P^*$, for the purpose of contradiction, we assume that path $P(n_0,\pi(Q),\gamma)$ is selected before $S^{P*}_{(n_0,n_i)}$ for expansion. $f_i(P(n_0,\pi(Q),\gamma))$ is the cheapest one in OPEN. Therefore, $c' = f_i(P(n_0,\pi(Q),\gamma)) \leq f_i(S^{P*}_{(n_0,n_i)}) = c^*$, which contradicts $c^* < c'$. (ii) After $P^*$ with $f_i(*) = c^*$ being constructed. Once $P(n_0,\pi(Q),\gamma)$ is detected, it be filtered because $f_i(P(n_0,\pi(Q),\gamma)) < C = c^*$.

**Theorem 6.** $AA^*$ was admissible.

**Proof.** We assume that there is at least one shortest path from $n_0$ to $\Gamma$ in a finite labeled directed graph $G$ with learning effects. It is known that all best first search algorithms that prune cycles terminate on finite graphs [33]. Since $AA^*$ is a best first search algorithm for finite graphs, a non-shortest solution path is never selected for expansion in terms of Corollary [1]. Therefore, an optimal path is returned when $AA^*$ terminates, which means that $AA^*$ is admissible.

5. **$AA^*$ Properties and Efficiency**

5.1. **Properties of $AA^*$**

Similar to the definition on $c$ – bounded for the $A^*$ algorithm by Pearl [33], we defined $\lambda$ – bounded for the $AA^*$:

**Definition 3.** A path $P(n_0,\pi(Q),n_k)$ ($Q \subseteq N - \Gamma - \{n_0, n_k\}$ and $n_k \in N$) is $\lambda$ – bounded if every sub-path $S^{P(n_0,\pi(Q),n_k)}_{(n_0,n_i)}$ ($n_i \in Q$) satisfies $f_i(S^{P(n_0,\pi(Q),n_k)}_{(n_0,n_i)}) \leq \lambda$. 
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From Lemmas 1 and 2 of AA*, which are similar to the corresponding properties of NAMOA*, we have the following similar properties of AA*.

**Lemma 3.** Each path \( P_{(n_0, \pi(Q), n_i)} \) \((Q \subseteq N - \Gamma \{n_0, n_i\} \text{ and } n_i \in N) \) selected from OPEN for expansion satisfies that \( f_i(P_{(n_0, \pi(Q), n_i)}) \leq c^* \).

**Theorem 7.** A necessary condition for AA* to select a path \( P \) for expansion is that \( P \) is \( c^* \)-bounded.

**Theorem 8.** A sufficient condition for AA* to select a path \( P_{(n_0, \pi(Q), n_i)} \) \((Q \subseteq N - \Gamma \{n_0, n_i\} \text{ and } n_i \in N) \) for expansion is that (1) \( P_{(n_0, \pi(Q), n_i)} \) be \( c^* \)-bounded. (2) \( P_{(n_0, \pi(Q), n_i)} \) be a non-dominated path to \( n_i \).

**Theorem 9.** Let \( h_1^i(n) \) and \( h_2^i(n) \) be two admissible heuristics for the same SPLE problems; \( AA_1^* \) and \( AA_2^* \) be two versions of algorithm AA* that differ only in the use of heuristic functions \( h_1^i(n) \) and \( h_2^i(n) \) respectively. If \( h_1^i(n) \leq h_2^i(n) \), then all non-dominated and \( c^* \)-bounded paths selected for expansion by \( AA_2^* \) would also be selected by \( AA_1^* \).

### 5.2. Efficiency and Heuristics

The consistency and monotonicity conditions have a great influence on the traditional A* and NAMOA* algorithms [20]. For example, when either of the two conditions is satisfied, there is no redirect pointer to extended nodes in A* [34]. NAMOA* is optimal among admissible multiobjective algorithms over problems with consistent heuristic functions when efficiency is measured by the number of path expansion operations [20]. Since the cost on each arc changes with its position, we redefine the consistency and monotonicity conditions for the AA* algorithm in the following.

Let \( P^r_{(n_i, \pi(Q), n_j)} \) \((Q \subseteq N - \Gamma \{n_i, n_j\} \text{ and } n_i \in N, n_j \in N) \) be the shortest path from \( n_i \) to \( n_j \) and \( n_i \) located at the \( r^{th} \) position on a path from \( n_0 \) to \( \Gamma \); \( k_i(n_i, n_j, r) \) be the cost of \( P^r_{(n_i, \pi(Q), n_j)} \) with \( k_i(n_i, n_j, r) = c(n_i, \pi^Q_{[1]}, r + 1) + \sum_{i=2}^{|Q|-1} c(\pi^Q_{[i]}, \pi^Q_{[i+1]}, r + i) + c(\pi^Q_{[|Q|]}, n_j, r + |Q| + 1). \)

**Definition 4.** In a finite labeled directed graph \( G \) with learning effects, a heuristic function \( h_i(n) \) is \( \ell \)-consistent if \( h_i(n_i) \leq k_i(n_i, n_j, r) + h_i(n_j) \) \((r = 0, 1, \cdots, \rho; r + |Q| + 1 \leq \rho) \) holds for each pair of nodes \( n_i \) and \( n_j \) in \( G \) and for each possible position \( n_i \) located on the path from \( n_0 \) to \( \Gamma \).

**Definition 5.** In a finite labeled directed graph \( G \) with learning effects, a heuristic function \( h_i(n) \) is \( \ell \)-monotone if \( h_i(n_i) \leq c(n_i, n_j, r) + h_i(n_j) \) \((r = 1, 2, \cdots, \rho) \) is true for all possible positions at which each arc \((n_i, n_j) \) in \( A \) is located on the path from \( n_0 \) to \( \Gamma \).

According to the above definitions, \( \ell \)-consistent and \( \ell \)-monotone depend on the related positions \( r \), which make the derivation on \( \ell \)-consistent and \( \ell \)-monotone not easy. However, the \( \ell \)-consistent and \( \ell \)-monotone properties in a finite labeled directed graph with learning effects can be deduced from consistency and monotonicity in a finite labeled directed graph without learning effects.
Theorem 10. If a heuristic function \( h(n) \) is consistent in a finite labeled directed graph \( G \) without learning effects, then the heuristic function \( h_l(n) = \rho^l h(n) \) (\( \alpha \leq 0 \)) is \( \ell \)-consistent in \( G \) with learning effects.

Proof. Let \( P_{\ell, (\pi(Q), n)} \) be the shortest path from \( n_i \) to \( n_j \) when node \( n_i \) is located at the \( r \)-th position \((r \leq \rho - (|Q| + 1))\) in a finite labeled directed graph \( G \) with learning effects; \( k(n_i, n_j) \) be the shortest path cost from \( n_i \) to \( n_j \) in \( G \) without learning effects. It can be deduced that:

\[
k(n_i, n_j) \leq c(n_i, \pi_i^Q) + \sum_{i=2}^{|Q|-1} c(\pi_i^Q, \pi_i^{Q+1}) + c(\pi_i^{Q+1}, n_j)
\]

\[
k_l(n_i, n_j, r) = c(n_i, \pi_i^Q, r + 1) + \sum_{i=2}^{|Q|-1} c(\pi_i^Q, \pi_i^{Q+1}, r + 1) + c(\pi_i^{Q+1}, n_j, r + |Q| + 1)
\]

\[
h(n) \text{ is consistent implies that } h(n_i) \leq k(n_i, n_j) + h(n_j). \text{ Therefore, } h(n_i) \leq c(n_i, \pi_i^Q) + \sum_{i=2}^{|Q|-1} c(\pi_i^Q, \pi_i^{Q+1}) + c(\pi_i^{Q+1}, n_j) + h(n_j).
\]

Since \( \rho > 0, \rho^\alpha > 0, \) so

\[
\rho^\alpha h(n_i) \leq \rho^\alpha c(n_i, \pi_i^Q) + \rho^\alpha \sum_{i=2}^{|Q|-1} c(\pi_i^Q, \pi_i^{Q+1}) + \rho^\alpha c(\pi_i^{Q+1}, n_j) + \rho^\alpha h(n_j)
\]

Similarly, \( f(x) = x^\alpha (\alpha < 0) \) is a decreasing function and \( r \leq \rho - (|Q| + 1), \) we obtain

\[
h_l(n_i) = \rho^\alpha h(n_i)
\]

\[
\leq (r + 1)^\alpha c(n_i, \pi_i^Q) + \sum_{i=2}^{|Q|-1} (r + 1)^\alpha c(\pi_i^Q, \pi_i^{Q+1}) + (r + |Q| + 1)^\alpha c(\pi_i^{Q+1}, n_j) + \rho^\alpha h(n_j)
\]

\[
= k_l(n_i, n_j, r) + h_l(n_j)
\]

Therefore, \( h_l(n) = \rho^\alpha h(n) (\alpha < 0) \) is \( \ell \)-consistent.

Theorem 11. If a heuristic function \( h(n) \) is monotone in a finite labeled directed graph \( G \) without learning effects, then the heuristic function \( h_l(n) = \rho^\alpha h(n) (\alpha < 0) \) is \( \ell \)-monotone in \( G \) with learning effects.

Proof. \( h(n) \) is monotone in a finite labeled directed graph \( G \) without learning effects implies that \( \forall (n_i, n_j) \in A, h(n_i) \leq c(n_i, n_j) + h(n_j). \) Similar to Theorem 10, \( h_l(n_i) = \rho^\alpha h(n_i) \leq \rho^\alpha c(n_i, n_j) + \rho^\alpha h(n_j) \leq r^\alpha c(n_i, n_j) + \rho^\alpha h(n_j) = c(n_i, n_j, r) + h_l(n_j), \) which illustrates that \( h_l(n) = \rho^\alpha h(n) (\alpha < 0) \) is \( \ell \)-monotone.

Theorem 12. \( \ell \)-monotonicity and \( \ell \)-consistency are equivalent properties.

Proof. Let \( P_{\ell, (\pi(Q), n)} \) be the shortest path from node \( n_i \) to node \( n_j \) in \( G \) with learning effects when node \( n_i \) is located at the \( r \)-th (\( r = 0, 1, \cdots, \rho \)) position on a path starting from \( n_0 \).

1. \( h_l(n) \) is \( \ell \)-monotone implies that: (i) \( h_l(n_i) \leq c(n_i, \pi_i^Q, r + 1) + h_l(\pi_i^Q); \) (ii) \( h_l(\pi_i^Q) \leq c(\pi_i^Q, \pi_i^{Q+1}, r + i + 1) + h_l(\pi_i^{Q+1}) \) (\( i = 1, 2, \cdots, |Q| - 1); and (iii) \( h_l(\pi_i^{Q+1}) \leq c(\pi_i^{Q+1}, n_j, r + |Q| + 1) \).
Therefore, $h_l(n) \leq k_l(n_i, n_j, r) + h_l(n_j)$ for any immediate successor $n_j$ of $n_i$. Because $k_l(n_i, n_j, r)$ is the cheapest cost from $n_i$ to $n_j$ when node $n_i$ is located at the $r^{th}$ position, $k_l(n_i, n_j, r) \leq c(n_i, n_j, r)$. Therefore, $h_l(n_i) \leq c(n_i, n_j, r) + h_l(n_j)$ for $(n_i, n_j) \in A$, which illustrates that $h_l(n)$ is $\ell$–monotone.

Therefore, $\ell$–monotonicity and $\ell$–consistency are equivalent.

**Lemma 4.** If the $\ell$–monotonicity condition is satisfied, then the $f_l$ values in the search graph are monotonically non-decreasing along every search path.

**Proof.** Let $n_0 = n_0 \rightarrow n_1 \rightarrow n[2] \rightarrow \cdots \rightarrow n[k-1] \rightarrow n[k] \in N$ be a path $P$ in the search graph $SG$. Then arc $(n[i-1], n[i])$ is located at the $i^{th}$ position on the path. It follows that $g_l(S^P_{(n[0], n[i])}) = g_l(S^P_{(n[0], n[i]-1)}) + c(n[i-1], n[i], l)$. Therefore, $f_l(S^P_{(n[0], n[i])}) = g_l(S^P_{(n[0], n[i]-1)}) + h_l(n[i-1], n[i], l) + h_l(n[i]).$

Since $\ell$–monotonicity condition is satisfied, $g_l(n[i-1], n[i], l) + h_l(n[i-1]) \geq h_l(n[i-1].)$ Therefore, $g_l(S^P_{(n[0], n[i]-1)}) + c(n[i-1], n[i], l) + h_l(n[i-1]) \geq g_l(S^P_{(n[0], n[i]-1)}) + h_l(n[i-1]) = f_l(S^P_{(n[0], n[i]-1)}),$ i.e., $f_l(S^P_{(n[0], n[i])}) \geq f_l(S^P_{(n[0], n[i]-1)}).$

**Lemma 5.** Every sub-path $S^P_{(n[0], n[k])}$ of the non-dominated path $P_{(n_0, \pi(Q), n_i)}$ is a non-dominated path.

**Proof.** Suppose $S^P_{(n[0], n[k])}$ are dominated by another path to node $n_k$, $P_{(n_0, \pi(Q), n_k)}$ ($Q_1 \subseteq Q$), i.e., $g_l(P_{(n_0, \pi(Q), n_k)}) < g_l(S^P_{(n[0], n[k])}).$ A new path $P_{(n_0, \pi(Q'), n_k)}$ can be generated by combining $P_{(n_0, \pi(Q), n_k)}$ and $S^P_{(n[0], n[k])}$. According to Theorem 1, $g_l(P_{(n_0, \pi(Q), n_k)}) < g_l(P_{(n_0, \pi(Q'), n_k)})$ which contradicts the non-dominance of $P_{(n_0, \pi(Q), n_k)}$. Therefore, $S^P_{(n[0], n[k])}$ is a non-dominated path.

**Theorem 13.** If $h_l$ is $\ell$–monotone, necessary conditions for AA$^*$ to select a path $P_{(n_0, \pi(Q), n_i)}$ ($n_i \in N$ and $Q \subseteq N - \{n_0, n_i\} - \Gamma$) for expansion are:

1. $P_{(n_0, \pi(Q), n_i)}$ be $c^*$-bounded.
2. $P_{(n_0, \pi(Q), n_i)}$ be a non-dominated path to $n_i$.

**Proof.** Theorem 7 implies that $P_{(n_0, \pi(Q), n_i)}$ be $c^*$-bounded is a necessary condition.

For the purpose of contradiction, assume that $P_{(n_0, \pi(Q), n_i)}$ is selected for expansion and there exists another non-dominated path to $n_i$, $P_{(n_0, \pi(Q'), n_i)}$, with $g_l(P_{(n_0, \pi(Q'), n_i)}) = g_l(P_{(n_0, \pi(Q), n_i)}).$

There are two cases:

1. $g_l(P_{(n_0, \pi(Q'), n_i)}) \in G_{op}(n_i) \cup G_{cl}(n_i)$, which means that $P_{(n_0, \pi(Q), n_i)}$ would be pruned because $g_l(P_{(n_0, \pi(Q'), n_i)}) < g_l(P_{(n_0, \pi(Q), n_i)}).$
2. \( g(P_{n_0, \pi(Q'), n_1}) \notin G_{op}(n_i) \cup G_d(n_i) \), i.e., \( P_{n_0, \pi(Q'), n_1} \) has not been discovered. In terms of Lemma 5, all sub-paths \( S_{n_0, n_k} \) (\( n_k \in Q \cup \{n_0, n_1\} \)) are non-dominated. Therefore, they would not be pruned. Since the heuristic is \( \ell - \) monotone, \( f_i(S_{n_0, n_k}) \leq f_i(P_{n_0, \pi(Q'), n_1}) \) according to Lemma 4. Similarly, the assumption \( g_i(P_{n_0, \pi(Q'), n_1}) < g_i(P_{n_0, \pi(Q), n_i}) \) implies that \( g_i(P_{n_0, \pi(Q'), n_1}) \leq g_i(P_{n_0, \pi(Q), n_i}) \), i.e., \( f_i(P_{n_0, \pi(Q'), n_1}) \leq f_i(P_{n_0, \pi(Q), n_i}) \). \( P_{n_0, \pi(Q), n_i} \) being selected for expansion demonstrates that \( f_i(P_{n_0, \pi(Q), n_i}) \leq c^* \) in terms of Lemma 3. Then \( f_i(S_{n_0, n_k}) \leq f_i(P_{n_0, \pi(Q), n_i}) \leq c^* \leq C \). Therefore all sub-paths \( S_{n_0, n_k} \) can not be filtered, and \( P_{n_0, \pi(Q), n_i} \) would not be selected for expansion until all sub-paths of \( P_{n_0, \pi(Q'), n_1} \) are selected for expansion. Therefore, \( P_{n_0, \pi(Q), n_i} \) would be pruned once \( P_{n_0, \pi(Q'), n_1} \) is constructed, which contradicts the assumption.

The proof of the theorem is completed.  

Based on Theorem 8 and Theorem 13, we have:

**Theorem 14.** If \( h_1 \) is \( \ell - \) monotone, the necessary and sufficient conditions for AA* to select a path \( P_{n_0, \pi(Q), n_1} \) (\( n_i \in N \) and \( Q \subseteq N - \{n_0, n_i\} - \Gamma \)) for expansion are:

1. \( P_{n_0, \pi(Q), n_1} \) be \( c^* \) bounded.
2. \( P_{n_0, \pi(Q), n_i} \) be a non-dominated path to \( n_i \).

Let \( AA_1^* \) and \( AA_2^* \) be two versions of AA* for the same problem that differ only in the use of heuristic functions \( h_1^* \) (\( n \)) and \( h_2^* \) (\( n \)) respectively.

**Theorem 15.** All paths selected for expansion by \( AA_1^* \) will also be selected for expansion by \( AA_2^* \) if \( h_1^* \) (\( n \)) and \( h_2^* \) (\( n \)) are two admissible heuristics, \( h_1^* \) (\( n \)) is \( \ell - \) consistent and \( h_1^* \) (\( n \)) \( \leq h_2^* \) (\( n \)).

Proof. Theorem 14 illustrates that all paths selected for expansion by \( AA_2^* \) are non-dominated and \( c^* \) bounded. For each \( c^* \) bounded path \( P_{n_0, \pi(Q), n_i} \) in \( AA_2^* \), \( h_1^* \) (\( n \)) \( \leq h_2^* \) (\( n \)) implies that \( f_i(P_{n_0, \pi(Q), n_i}) = g_i(P_{n_0, \pi(Q), n_i}) + h_1^* \) (\( n \)) \( \leq g_i(P_{n_0, \pi(Q), n_i}) + h_2^* \) (\( n \)) \( = f_i(P_{n_0, \pi(Q), n_i}) \leq c^* \), i.e., all \( c^* \) bounded paths in \( AA_2^* \) are \( c^* \) bounded in \( AA_1^* \). Therefore, all paths selected for expansion by \( AA_2^* \) would be selected for expansion by \( AA_1^* \) according to Theorem 8.

**Theorem 16.** Let \( h_1^* \) (\( n \)) and \( h_2^* \) (\( n \)) be two admissible heuristics for SPPs in a finite labeled directed graph \( G \) without learning effects; \( h_2^* \) (\( n \)) be consistent. \( h_1^* \) (\( n \)) = \( \rho^n h_1(n) \) and \( h_2^* \) (\( n \)) = \( \rho^n h_2(n) \) are heuristics of \( AA_1^* \) and \( AA_2^* \) respectively. All paths selected for expansion by \( AA_2^* \) would also be selected for expansion by \( AA_1^* \) if \( h_1^* \) (\( n \)) \( \leq h_2^* \) (\( n \)).

Proof. Because \( h_1^* \) (\( n \)) and \( h_2^* \) (\( n \)) are two admissible heuristics in \( G \) without learning effects, \( h_1^* \) (\( n \)) = \( \rho^n h_1(n) \) and \( h_2^* \) (\( n \)) = \( \rho^n h_2(n) \) are admissible in \( G \) with learning effects as a result of Theorem 5. Since \( h_2^* \) (\( n \)) is consistent in a finite labeled directed graph \( G \) without learning effects, \( h_2^* \) (\( n \)) is \( \ell - \) consistent in \( G \) with learning effects according to Theorem 10. In addition, since \( h_1^* \) (\( n \)) = \( \rho^n h_1(n) \), \( h_2^* \) (\( n \)) = \( \rho^n h_2(n) \) and \( h_1^* \) (\( n \)) \( \leq h_2^* \) (\( n \)), then \( h_1^* \) (\( n \)) \( \leq h_2^* \) (\( n \)). Based on Theorem 15 all paths selected for expansion by \( AA_2^* \) would also be selected for expansion by \( AA_1^* \).
It is difficult to deduce the $\ell - \text{consistency}$ of a heuristic function of AA* in a graph with learning effects. Theorem 16 demonstrates that $\ell - \text{consistency}$ could be obtained from the consistency of the heuristic in the graph without learning effects, which makes the derivation much easier. According to Theorems 15 and 16, a greater $h(n)$ or $h_l(n)$ value results in more paths that can be cut down during the search process. Similarly, the estimated cost of the selected path for expansion $f_l$ is not more than $c^*$. In every iteration, the maximum $f_l$ of all the paths ever being selected for expansion is an approximation to $c^*$. The more iterations in the AA*, the better the approximation to $c^*$.

6. Experimental results

Since SPLE has never been studied yet, AA* is compared with the classical backtracking method (which enumerates all paths from the start node to the goal node) in order to illustrate efficiency of the proposed AA*. Similar to [31] [35] [36], we compare the algorithms on bi-dimensional grids with $s_1 \times s_2$ nodes. Node $n_i$ (identified by its coordinate $(x,y)$) has several neighbors as successors. Each node on the angle points has two neighbors, each on the edges has three and each inside node has four. Therefore, there are $4 \times s_1 \times s_2 - 2 \times (s_1 + s_2)$ arcs in the grid. Arc costs are randomly generated with a uniform distribution in $[1,10]$. Assume that the learning index $\alpha$ is $-0.2$. The involved algorithms search one of the shortest paths from the start node $(0,0)$ to the goal node $(s_1 - 1, s_2 - 1)$ with learning effects. An extreme case is that the longest path has $s_1 \times s_2$ nodes. Since the backtracking method is enumerative which is much time-consuming, we set the maximum 48 hours as the termination criterion, i.e., all the algorithms stop within 48 hours.

In terms of Theorems 15 and 16, $\ell - \text{monotone}$ and $\ell - \text{consistency}$ heuristic functions exert a great influence on efficiency of AA*. Therefore, we construct four AA* algorithms: $AA_1^*$ with $h_1(n_i) = 0$, $AA_2^*$ with $h_2(n_i) = \max\{s_1 - 1 - x, s_2 - 1 - y\}$, $AA_3^*$ with $h_3(n_i) = \sqrt{(s_1 - 1 - x)^2 + (s_2 - 1 - y)^2}$ (Euclidean distance) and $AA_4^*$ with $h_4(n_i) = (s_1 - 1 - x) + (s_2 - 1 - y)$.

6.1. Comparing AA* algorithms against the backtracking method

To illustrate efficiency of the four constructed AA* algorithms, they are compared to the backtracking method on grid instances with $s_1 \in \{2, 3, 4\}$ and $s_2 \in \{s_2 | s_1 \times s_2 \leq 42 \wedge s_1 \leq s_2 \leq 15\}$. Five instances are generated for each combination of $s_1$ and $s_2$. Therefore, 165 instances in total are tested. All algorithms are coded in Visual C++ 2010 and conducted on computers with Windows 7 professional (64 bits), 4G RAM and Intel(R) Core(TM) i5-2400 CPU 3.10 GHz.

Experimental results are analyzed by the multi-factor analysis of variance (ANOVA) technique [37]. A number of hypotheses have to be ideally met by the experimental data. The main three hypotheses (in order of importance) are the independence of the residuals, homoscedasticity or homogeneity of the factor’s level variance and normality in the residuals of the model. All the hypotheses are easily accepted since their $p$-values are zero. The response variable in the experiments is computation time for each algorithm in every instance. Interactions between the compared algorithms and the number of nodes with 95.0% Tukey HSD intervals are shown in Figure 10 and
those between the compared algorithms and the number of arcs with 95.0% Tukey HSD intervals are shown in Figure 11.

Figure 10 implies that the AA* algorithms are rather faster than the backtracking method when the number of nodes is more than 16, which is much clearer in the zoomed in area. When the number of nodes is more than 22, the time spent by the backtracking method increases very fast. In fact, the backtracking method cannot finish in 48 hours when the number of node is no less than 44. Similarly, Figure 11 demonstrates that the AA* algorithms are far faster than the backtracking method when the number of arcs is more than 45. The computation time of the backtracking method increases significantly when the number of arcs is more than 90. Therefore, the computation times of the constructed AA* algorithms increase rather slowly with the increase of the number of nodes (arcs) as compared with the backtracking method.

Figure 10: Interactions between algorithms and the number of nodes with 95.0 Percent Tukey HSD intervals

6.2. Influence of heuristic functions on AA* algorithms

Though AA* algorithms are more efficient than traditional exact methods (e.g., the backtracking method), different heuristic functions with \( \ell - \text{monotone} \) and \( \ell - \text{consistency} \) exert great influences on efficiency of AA* because they result in distinct landscapes. In this subsection, we compare the four constructed AA* algorithms further. Five instances are randomly generated for each grid size \((s \times s)\) where \(s \in \{5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 20, 25, 30\}\), i.e., each of the four AA* algorithms are performed on \(14 \times 5 = 70\) grid instances. It is obvious that \(h_k(n_i) \leq h_2(n_i) \leq h_3(n_i) \leq h_4(n_i) \leq h^*(n_i)\) where \(h^*(n_i)\) is the real cheapest cost from node \(n_i\) to the goal node without learning effects in the grids. All these heuristic functions \(h_k(n_i) (k = 1, \ldots, 4)\) are \(\ell - \text{consistent}\) heuristics. Since \(h_l(n_i) = \rho^a \times h(n_i)\) where \(\rho = \min\{|N| - 1, |A|\} = \min\{s^2 - 1, 4s^2 - 4s\}\), \(h_1^l(n_i) \leq h_2^l(n_i) \leq h_3^l(n_i) \leq h_4^l(n_i) \leq h_4^*(n_i)\). \(h_k(n_i) (k = 1, \ldots, 4)\) are \(\ell - \text{consistent}\) heuristics according to Theorem 10. All algorithms are coded in Visual C++ 2010 and carried out on virtual machine with Windows XP professional (32bits) in 1024BM RAM.
Figure 11: Interactions between algorithms and the number of arcs with 95.0 Percent Tukey HSD intervals

Average computation times of the compared algorithms over the five instances for each grid size are shown in Table 4.

From Table 4, it can be observed that the backtracking method for the considered SPLE problems cannot finish in 48 hours when the grid size is no less than $7 \times 7 = 49$, which is in accordance with the results shown in Figure 10. However, all the $AA^*$ algorithms spend only about 10 seconds for the grids with $7 \times 7 = 49$ nodes. When the grid size is less than $8 \times 8 = 64$ nodes, the four $AA^*$ algorithms require similar computation times. For example, the computation times of $AA^*_1$, $AA^*_2$, $AA^*_3$,
$AA_1^*$ and $AA_2^*$ are 16.85s, 14.54s, 14.38s and 13.62s respectively for $8 \times 8 = 64$ grids. They are not significantly different. However, their computation times are 44224.16s, 20917.03s, 12983.37s and 12576.24s respectively for $30 \times 30 = 900$ grids, of which the differences are rather significant.

We can conclude from these that the computation times of $AA^*$ algorithms still increase fast with the increase of the size of grids though the increasing speed is far less than that of enumerative searching methods. On the other hand, $AA_1^*$ requires much more computation time than $AA_2^*$, $AA_3^*$ and $AA_4^*$ on all instances, e.g., the computation time of $AA_1^*$ is 44224.16s which is more than two times of $AA_2^*$ (20917.03s). $AA_2^*$ needs more time than $AA_3^*$ and $AA_4^*$ on all instances. Though the computation times of $AA_3^*$ and $AA_4^*$ are similar on all instances, $AA_4^*$ always spends less time than $AA_3^*$, i.e., $AA_4^*$ is the fastest algorithm among the constructed four $AA^*$ algorithms. The reason lies in that the heuristic function $h_4^l(n_i)$ is the closest to $h^*_l(n_i)$, the real cheapest cost from node $n_i$ to the goal node with learning effects in the grid, i.e., a closer heuristic function with $\ell−$monotonicity and $\ell−$consistency to the real cheapest cost implies a faster $AA^*$ algorithm.

Furthermore, different learning functions exert influences on performance of $AA^*$. However, the proposed $AA^*$ algorithms are still efficient if the $h^l$ function has the same changing rate as that of the learning effect function. For example, the proposal is efficient when $h^l = f(\rho, h)$ if the learning effecting function $c(n_i, n_j, r) = f(r, c(n_i, n_j))$ is concerned.

7. Conclusions and future work

In this paper, we have considered the shortest path problem with learning effects (SPLE), of which each arc has a regularly dynamic cost. The cost of an arc in a path was determined by a function of the arc’s position in the path because of learning effects. The shortest sub-paths in SPLE were demonstrated to be unnecessary sub-paths of the final shortest path, which is different from the case in SPP without learning effects. The $AA^*$ method was proposed for SPLE problems. A search graph rather than a search tree was adopted to store candidates because there would be more than one candidate sub-path for the final shortest path. With two assumptions, $AA^*$ was proven to be admissible. Efficiency of $AA^*$ was influenced by the heuristic function with the $\ell−$consistency and $\ell−$monotonicity properties which were similar to the consistent or monotone properties in A*. Though it was difficult to judge the $\ell−$consistency of a heuristic function directly, it could be done by judging consistency of heuristic functions for graphs without learning effects. A closer to (less than) admissible and $\ell−$consistent heuristic function’s real value implies less paths to be expanded. Experimental results illustrated that $AA^*$ algorithms were far faster than the backtracking method. Though computation times of $AA^*$ algorithms increased fast with the increase of the size of problems, the increasing speed was far less than those of enumerative searching methods. In addition, a closer heuristic function with $\ell−$monotonicity and $\ell−$consistency to the real cheapest cost resulted in faster $AA^*$ algorithms.

In the future, SPLE problems with experience-based or sum-of-processing-time-based learning effects are promising topics. In addition, multi-objective SPLE problems are interesting further work.
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