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Abstract 
We present an exploration of generative artificial intelligence's potential in Computer-Assisted 
Language Learning (CALL), describing recent and expected near-future developments, tools, 
practical applications, and ethical considerations in the field. We trace different stages of 
development in CALL and argue that the advent of generative AI has inaugurated a new stage of 
Intelligent CALL. We consider the possible capabilities and limitations of AI as found in recent 
studies, compare with our personal, hands-on experience of using generative AI in CALL, and 
suggest ways to successfully utilise this technology. In particular, we briefly present the C-LARA 
project, which is a current focus of our activities. 

Keywords: artificial intelligence, new periodisation of CALL, teacher training, ethical 
considerations. 

1. Introduction

In this paper, our focus will be to examine the ongoing shift from traditional AI towards the new generative AI 
paradigm, as it applies to CALL. We offer a brief overview of how recent generative AI technology can be 
utilised in CALL and outline its capabilities and limitations. Traditionally, AI has been associated with Data-
Driven Learning (DDL), corpus research, machine-learning, and areas of language technology including Text-
To-Speech (TTS) and Automatic Speech Recognition (ASR): generative AI is rapidly encroaching on all of 
these, with corresponding consequences for CALL. The rest of the article is structured as follows: a brief 
description of AI and stages of evolution in CALL; exploring possible capabilities and limitations of generative 
AI in CALL; and finally, discussion and future directions. 

2. A brief evolution of CALL

The evolution of CALL has been marked by distinct stages, with Warschauer (2000) identifying three historical 
phases: structural (1970s–1980s), communicative (1980s–1990s), and integrative (21st Century). Bax (2003) 
proposed alternative stages: restricted (1960s-1980s), open (1980s-2000s), and integrated CALL (2000s-
present), with the last stage bringing CALL to a so called normalization, where technology becomes ubiquitous 
(Bax, 2003). This final stage would represent a major transition/paradigm shift (Lv, 2023), rendering technology 
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invisible in everyday teaching; this stands in sharp contrast to earlier approaches, where technology is viewed as 

supporting language education (Nyns, 1989; Shadiev & Wang, 2022), even in advanced applications like 

personalized learning through data analysis and instant feedback (Kohnke et al., 2023). Traditional AI relies on 

pre-existing data for pattern recognition, predictions, and classification. In contrast, generative AI also uses its 

training data to create original content, opening new perspectives for teaching and learning. Developing new 

digital skills, such as learning how to generate effective prompts (Kohnke et al., 2023), has now become part of 

Intelligent CALL. Technology has long supported language education and generative AI has brought about a 

new era, reshaping how we teach and learn in CALL. 

3. Generative AI in CALL 

This section explores how generative AI systems, e.g. ChatGPT-41, Bard2, DALL-E-23, Midjourney4, and Stable 

Diffusion5, can be used for creating multimodal language learning resources. Please note that performance is 

strongly language dependent. Bard can currently only produce output in few languages. Even ChatGPT is 

currently much stronger in well-resourced, commercially important languages that have been prioritised by 

OpenAI. Performance in less-resourced languages is, however, improving quickly as more training data is 

deployed in training the models. 

3.1. Capabilities of generative AI in CALL 

With the above caveats, generative AI tools enable fast and relatively reliable ways of generating texts and 

images; as we write, audio capabilities are just about to be released for ChatGPT6 and are promised for Google’s 

Gemini7. Our observation is that the generative AI’s current capability enables CALL teachers and practitioners 

to create useful tasks that help with creating new knowledge and content. Inspired by the most recent discussion 

and research (Bell, 2023; Crosthwaite & Baisa, 2023; Dilmegani, 2023; Ray, 2023), potential ways of using 

generative AI in CALL include the following:  

1. Personalising lessons by learners’ past performance, language skills, feedback, and learning abilities;  

2. Organising, planning, and assessing lessons and course design to enhance individual learning 

experiences; 

3. Creating and generating various learning materials, such as quizzes and flashcards, discussion 

questions, exercises, reading lists, study guides, summaries, video lecture scripts, language translations, 

grammatical correction or sentence analysis, and tagging text with parts of speech; 

4. Generating new text and multimodal content; 

5. Reviving outdated or poor-quality learning materials;  

6. Offering tutoring through interactive chatbot discussions (conversational AI); 

7. Developing digital skills for effective prompts and collaborative use of generative AI tools; 

8. AIs collaborating with both technical and non-technical human experts to enhance CALL platforms; 

and 

9. Integrating generative AI into linguistic and educational tools, supporting data-driven learning in real 

contexts, and Learning Management Systems (LMSs), transforming CALL to a more intelligent level, 

e.g. Duolingo Max8, TinyStories with datasets of short stories created by ChatGPT-3.5 and ChatGPT-

 
1
 https://openai.com  

2
 https://bard.google.com/ 

3
 https://openai.com/dall-e-2 

4
 https://www.midjourney.com  

5
 https://stablediffusionweb.com 

6
 https://openai.com/blog/chatgpt-can-now-see-hear-and-speak 

7
 https://lifearchitect.ai/gemini/ 

8
 https://blog.duolingo.com/duolingo-max/ 

2

https://openai.com/
https://bard.google.com/
https://openai.com/dall-e-2
https://www.midjourney.com/
https://stablediffusionweb.com/
https://openai.com/blog/chatgpt-can-now-see-hear-and-speak
https://lifearchitect.ai/gemini/
https://blog.duolingo.com/duolingo-max/


Branislav Bédi, Manny Rayner & Annika Simonsen 

  2023, Editorial Universitat Politècnica de València 

49, C-LARA with integrated ChatGPT-4 functionality to generate texts, translations, and tagging (cf. 

section 3.3). 

Harnessing these and related capabilities, the generative AI technology will soon offer a new generation of more 

advanced educational tools for language learning which will rapidly become part of CALL.  

3.2. Limitations of generative AI in CALL 

Although current research describes generative Large Language Models (LLMs) as revolutionary AI-driven 

technology, which has indeed a great potential in education (Kasneci et al., 2023; Kohnke et al., 2023), the same 

sources also voice various concerns: 

1. As already noted, the fact that there is insufficient training data for all but the most highly prioritised 

languages means that the quality of generative AI tools is strongly language dependent.  

2. Ethical aspects and copyright issues when using AI-generated output are important. The AI generates 

outputs guided by user prompts, but leveraging styles and genres taken from its training data (books, 

articles, paintings, audio recordings, videos), particularly if the material has been used without the 

original authors’ consent, raises the possibility that some output can arguably be considered as 

plagiarised. Human editing of the output may alleviate the problem, but this both detracts from the 

usefulness of the generative AI technology and will not necessarily be accepted. 

3. Other ethical and legal limitations include privacy and security issues (Bozkurt & Sharma, 2023; 

Kasneci et al., 2023; Kohnke et al., 2023; Short & Short, 2023).  

4. Paid access to advanced versions of generative AI tools is another concern because monetisation limits 

access (Bozkurt et al., 2023). Language institutions and teachers have often limited resources that 

restrict them from using paid services for teaching and learning.  

5. Shortage of training data may be manifested in cultural as well as linguistic problems. We ourselves 

found in a recent experiment with Icelandic (cf. Section 3.3 below) that cultural aspects from North 

America were often imported into Icelandic settings.  

6. The widely remarked-on phenomenon of confabulations or ‘artificial hallucinations’ (Alkaissi H., 

McFarlane, 2023; Short & Short, 2023), endemic to generative AI, means that the factual aspects of 

generated content can in general not be considered reliable. 

7. Lack of the necessary digital skills to generate effective prompts may affect the quality of the output.  

8. Inequity and inequality are another issue to consider. Access to and using generative AI tools may be 

limited due to possible learners’ disabilities and impairments (Kasneci et al., 2023).  

 

3.3. Utilizing generative AI tools: our experience 

Another study (Simonsen & Bédi, 2023) describes initial experiments with using generative AI tools to create 

multimodal texts directly. ChatGPT-4 was used to generate 15 anecdotal short stories for L2 Icelandic learners at 

various levels and ages. We added appropriate images using DALL-E 2, Midjourney, or Stable Diffusion. It was 

interesting to find that the same prompts used in the three tools gave substantially different results, and that the 

different AI systems required different amounts of detail in the prompts. In each case, the content creator could 

fine-tune the prompts by adding or changing wording to reach an image and style they personally liked.  

A more substantial effort is currently under way in the shape of the ChatGPT-Based Learning And Reading 

Assistant (C-LARA; https://www.c-lara.org/; Bédi et al., 2023a, b). C-LARA takes inspiration from the earlier 

LARA platform (Akhlaghi et al. 2019) but represents a complete rewrite. Similarly to LARA, the basic goal is to 

develop a flexible platform that allows users to construct multimodal texts useful for L2 learners, but, as the 

name suggests, ChatGPT-4 stands in the center. The AI is used in two separate and complementary ways, both as 
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a software engineer and as a software component. In its software engineer role, ChatGPT has played a major part 

in developing the platform, collaborating closely with a human partner to write about 90% of the code and 

contribute the greater part of the software design.  

In its software component role, ChatGPT can perform all the core language processing tasks. It can write short 

texts in response to user prompts, segment them into sentences and lexical units, annotate them with glosses and 

lemma/part-of-speech information, and add summaries. The prompts used to perform these operations are 

constructed from templates combined with few-shot sets of examples, facilitating language-specific tuning. The 

results are combined with TTS audio (the option of human-recorded audio will soon be added) and can be posted 

openly in a simple social network where other users are able to leave ratings and comments. The human 

annotator is able to edit the results of each stage, and there is functionality to compare different versions of the 

plain and annotated text, making it easy to estimate error rates for the different AI-based operations. For well-

resourced languages prioritized by OpenAI, like English and Mandarin, ChatGPT-4 can write fluent, engaging 

texts in a wide variety of genres with an error rate of well under 1%; accuracy for glossing and tagging for these 

languages is typically in the mid-single digits, with the majority of the errors related to treatment of multi-word 

phrases. For less well-resourced languages, error rates can be much higher. A paper describing the issues in more 

detail, using a sample of five languages, is under review. We expect a public deployment of C-LARA to be 

available by the time this paper is published.  

4. Summary and conclusions 

With the utilisation of different AI technologies in CALL, a new era of Intelligent CALL has emerged in 

language education. We have tried to give a brief overview of the capabilities and limitations of generative AI. 

Generative AI tools offer many benefits for CALL, most importantly providing swift and reliable means for 

creation of new content. Potential applications range from personalised lesson planning and content creation to 

restoration and revival of outdated learning materials and tutoring. However, successful use of these tools 

typically requires effective input fine-tuning and prompt generation (Bozkurt, 2023; Kohnke et al., 2023; Short 

& Short, 2023; Kasneci et al, 2023). Use of generative AI in CALL has also raised concerns related to 

plagiarism, biases, privacy, security, equality, and equity, as well as careful consideration of ethical and 

copyright issues, and training data limitations mean that the tools so far only work well in the relatively small 

number of languages prioritised by the manufacturers. In conclusion, we briefly described our experiences with 

generative AI, in particular the collaborative open source C-LARA platform, where ChatGPT is used both as a 

software engineer and as a software component.  
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