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The twelfth edition of the THIESEL Conference on Thermo-and 
Fluid Dynamics of Clean Propulsion Powerplants in 2022 marked 
a turning point in its history by integrating fully in its topics 
the electrification of automobiles. Its success indicates that the 
renewed Steering and Organising Committees made the right 
choices. THIESEL 2024 is now the thirteenth edition, and since 
we are non-superstitious scientists and engineers, we are sure 
no one will see any bad omen in this, quite the opposite! 

As its name states, the THIESEL 2024 Conference focus is on 
the thermo-and fluid dynamic processes occurring in propulsion 
powerplants, which include thermal and noise challenges in 
electric components, energy optimization in the global electrified 
propulsion system, new injection/combustion concepts based 
on hydrogen, ammonia, renewable-fuels and not excluding any 
other clean propulsion approach.

Since research in all these areas is in full swing, the aim of the 
THIESEL 2024 Conference is to facilitate the exchange of ideas 
and experiences between Industry, Universities and Research 
Centres, as well as to create a discussion forum for the most 
recent advances and for the identification of future lines of 
research. 
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Abstract. The combustion of hydrogen (H2) in internal combustion engines represents a compelling 
and promising solution towards achieving carbon neutrality in future transportation. When compared to 
traditional fuels such as gasoline and diesel, hydrogen (H2) emerges as a cleaner and more ideal alter-
native. In the complete combustion of H2 in air, the primary products are water, with only minimal 
amounts of oxides of nitrogen and particulate matter being generated. Consequently, research aimed 
at the realisation of efficient and clean combustion in hydrogen internal combustion engines (H2 ICEs) 
has emerged. This paper presents a study of a high-performance direct-injection spark ignition engine 
fuelled by hydrogen. The engine rotational speed is 7500 rpm, it is operated at a high load, and at an 
ultra-lean air-to-fuel ratio, in order to achieve maximum efficiency. Firstly, test bench data is collected 
and analysed in order to determine the effect of the start of injection timing on combustion performance 
and efficiencies. Secondly, a computational fluid dynamics (CFD) model is calibrated to replicate the 
experimental evidence. Subsequently, the CFD model is employed to virtually evaluate the potential for 
hardware modifications to achieve the highest efficiency calibration of the engine without any working 
issues related to combustion instabilities. Finally, the new hardware is subjected to experimental testing, 
which serves to corroborate the CFD prediction in terms of combustion performance enhancement. 

1. Introduction
The International Energy Agency (IEA) has devised the Net-Zero Emissions Scenario by 2050 (NZE) 
with the objective of limiting the global temperature increase to a level well below 2°C with respect to 
pre-industrial levels, as agreed in the Paris Agreement (COP21).  The IEA has identified the production 
of hydrogen as a pivotal aspect of decarbonisation across a number of industrial sectors, including the 
automotive industry and the production of low-carbon hydrogen, which is categorised as green, pink, 
blue, or turquoise. The production and consumption of this hydrogen will undergo a significant increase 
in the coming years, as evidenced by projections [1].  

Although fuel cell (FC) technology has been more widely commercialised in the road transpor-
tation sector, there is considerable potential for hydrogen-fuelled internal combustion engines (H2 ICEs) 
[2], [3], [4]. A plethora of research activities have been initiated, with several prototype vehicles con-
structed, including those designed for use in passenger cars, heavy duty vehicles, and sports cars [5], 
[6]. The benefits of the H2 ICEs over FC include a higher tolerance to fuel impurities, greater flexibility in 
switching between fuels, reduced reliance on rare materials and a reduced thermal load [7]. A key limi-
tation of the H2 ICEs compared to the FC is the generation of tailpipe emissions, predominantly nitrogen 
oxide (NOx), alongside minor amounts of carbon monoxide (CO), carbon dioxide (CO2), hydrocarbons 
(HC) and particulate matter (PM) resulting from the combustion of lubrication oil.  

The current standard for passenger cars is compressed hydrogen with a 700 bar tank, while for 
race cars, a hydrogen liquid tank may be a solution. It should be noted that the specific energy and 
energy density of hydrogen storage are inferior to that of gasoline storage, as documented in references 
[8] and [9]. In order to successfully achieve targets for an on-road sport car, the hydrogen-fuelled ICE
powertrain must face a number of specific challenges [10]. These include achieving performance com-
parable to that of a gasoline engine, maintaining high efficiency and developing effective strategies for
emission management.

Hydrogen has distinctive physical and chemical characteristics that differentiate it from conven-
tional fossil fuels. With a lower heating value (LHV) of 120MJ/kg, hydrogen can provide nearly three 
times as much energy by mass compared with gasoline (41-44MJ/kg). It should be noted, however, that 
hydrogen has a higher stoichiometric ratio, with a value of 34.3 compared to 14.5 for gasoline [3]. The 
combination of the two characteristics results in a lower calorific value of the air-fuel mixture under stoi-
chiometric conditions, which is higher in the case of hydrogen. Consequently, the mass of air required 
for the same fuel power is approximately 15% less for hydrogen than for gasoline [3], [7].  
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The density of hydrogen is approximately one order of magnitude lower than that of gasoline. 
The volumetric efficiency advantage of direct injection over port injection in the case of hydrogen is 
therefore greater than for gasoline. Assuming that there is sufficient mixing time and combustion is 
stable and efficient, the optimal strategy for minimising the charging system is a direct injection with 
closed intake valves. The flammability range of hydrogen is considerably wider than that of gasoline, 
spanning lambda from 0.14 to 10 [2] , [3] in ambient conditions, as opposed to the range of 0.25 to 1.42 
for gasoline. This suggests that a hydrogen internal combustion engine will exhibit greater stability in a 
highly diluted environment, potentially leading to lower emissions and increased engine efficiency [11].  

At stoichiometric ratios, hydrogen exhibits a markedly elevated flame speed, approximately one 
order of magnitude faster than gasoline. In the stoichiometric condition, the minimum energy required 
to ignite a hydrogen-air mixture under atmospheric conditions is notably lower than that required for 
gasoline [11]. Therefore, H2 ICEs operating in stoichiometric condition is subject to the risk of pre-ignition 
from hotspots or residues in the combustion chamber [4], [12]. In the case of an ultra-lean air-to-fuel 
ratio (2.5-2.8 times over stoichiometric ratio), the minimum energy required for ignition is significantly 
higher, while the laminar flame speed is significantly reduced [11], [13]. 

In these conditions, combustion temperature remains low enough to prevent the formation of 
NOx; thus, NOx can be considered insignificant, and dedicated after-treatment is not required [10]. Fur-
thermore, a lean condition reduces the risk of pre-ignition [4], [12]. In ultra-lean conditions, air dilution 
reduces heat losses, thereby enabling higher thermodynamic efficiency than that observed in the stoi-
chiometric case to be achieved [3], [10]. 

The objective of developing a high-performance H2 ICE is to achieve high specific power output 
while maintaining the highest possible efficiency. This is a challenging goal, as the two objectives are 
often in conflict. As highlighted in [10], achieving high specific power output would require the engine to 
operate at high revolutions per minute (RPM) and with a high amount of flowing air. Nevertheless, the 
design of a sport car imposes strict boundary conditions on the powertrain, such as limited space for the 
installation of peripherals (e.g., cooling radiators, charging system, aftertreatment), a thrilling transient 
response (imposing limited dimensions of the charging system), and the need to comply with low-emis-
sions requirements set by the regulatory body (providing dedicated NOx after-treatment). Given the lack 
of clarity regarding the scenario and the absence of detailed specifications for the aforementioned con-
ditions, the research conducted by the development group has been focused on achieving the highest 
possible power output with a hardware that can operate within the constraints imposed by the high 
efficiency requirements. These include a high compression ratio and an ultra-lean mixture, which must 
be maintained at 7500 revs per minute. Consequently, the maximum specific power that can be 
achieved in ultra-lean conditions is constrained, and it is crucial to enhance the H2 ICE ability to handle 
ultra-lean conditions. This can be achieved by developing technical solutions that optimize the efficiency 
of the combustion process and the volumetric efficiency. 

In previous works [10], [14], the authors conducted an analysis of both experimental and nu-
merical data to assess the benefits and drawbacks of a late injection strategy. This strategy involves 
initiating the injection of fuel into the combustion chamber during the compression stroke, with the intake 
valves closed. Late Start Of Injection (SOI) has been demonstrated to enhance volumetric efficiency, as 
hydrogen has a significantly lower density than air. Therefore, it is not advisable to inject with open 
valves. The late injection strategy results in a reduction in compression work, as for a significant duration 
of the compression stroke, only air is present in the chamber. This reduces the mixture temperature at 
the end of compression, which has a positive impact on knock resistance and pre-ignition risks. The 
primary drawback of late injection is the potential for incomplete mixture homogenisation, which can 
result in the emission of hydrogen and nitrogen oxides at the exhaust. The aforementioned analysis 
demonstrated that, in stoichiometric conditions, the advantages of late SOI outweigh the disadvantages. 
In the case of lambda ultra lean, the advantages of late SOI on volumetric efficiency and compression 
losses are expected to be lower than in the case of stoichiometric mixture due to the greater ratio be-
tween air and hydrogen [2]. Furthermore, in ultra lean conditions the risk of abnormal combustion is 
reduced. When compared to stoichiometric conditions, the risk of problems with combustion stability is 
higher in the case of lambda ultra lean. Therefore, the importance of ensuring homogeneity of the mix-
ture increases. Furthermore, other studies indicate that direct injection with closed valves may be a 
strategy to optimise engine efficiency even in lean conditions [15].  

In this scenario, Computational fluid dynamics (CFD) tools play a fundamental role to reduce 
development costs and time to market. They can support the engine design development, providing 
reliable simulations. In particular, in-cylinder simulations can be proficiently adopted to estimate the gas 
exchange process, the injection phase, the mixture formation quality, combustion and, finally, auto-igni-
tion of the end-gas. Fuel-air mixing is crucial for achieving stable ignition and ensuring a clean and 
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efficient combustion process in H2 ICEs. Computational Fluid Dynamics (CFD) can effectively aid in 
optimizing injector configuration and injection strategies to enhance the mixing process. 

In this study, the authors conducted an experimental investigation on a single-cylinder engine 
fueled with hydrogen and equipped with a high-pressure direct injector. The experimental campaign 
demonstrated that the start of injection (SOI) has a significant impact on the combustion characteristics 
of the mixture. However, the objective of achieving the highest possible efficiency is precluded by com-
bustion instability issues. Secondly, the software CONVERGE [16] was employed to construct a com-
prehensive 3D CFD model to investigate these engine operating conditions, both in terms of mixture 
stratification and combustion performance. Thirdly, a virtual validation of hardware modifications is con-
ducted to ensure that the maximum efficiency condition is reached and combustion instability issues are 
resolved. Finally, one of the proposed solutions was validated at the test bench, thereby confirming the 
prediction of the model. 

2. Engine and measuring apparatus description
The engine analysed in the subsequent paragraphs is a direct-injection spark-ignition single cylinder 
engine (SCE). The combustion chamber layout and design are derived from a production series gasoline 
direct injection (GDI) engine. The main geometric characteristics are typical of a modern gasoline fuelled 
engine, having four valves, pent-roof, tumble intake ports, central-mounted injector, spherical bowl pis-
ton shape. A schematic layout of the combustion system is represented in Fig. 1. The engine Further 
specifications are listed in Table 1. 

Fig. 1. SCE schematic head layout: (1) Intake valves, (2) Exhaust valves, (3) Hydrogen injector, (4) Spark plug, 
(5) Pressure Transducer

Intake and exhaust valves are moved by means of a double overhead camshaft (DOHC). Vari-
able Valve Timing (VVT) is actuated using hydraulic actuators both on intake and exhaust camshafts; 
however, in the operating conditions explored in this work they are not actuated, thus using the engine 
at fixed valve timings. 

The fuel is injected by a dedicated H2 injector. The design is a solenoid-controlled outwardly 
opening nozzle. The working pressure range is 5 to 40 bar, with a static mass flow rate of approximately 
13 g/s @ 24 bar. The hydrogen pressure is regulated through external pressure regulator connected 
directly to a high-pressure vessel, while its temperature is kept constant at 50°C. 

The air that is flown by the charge system is refrigerated and enters the intake plenum at a fixed 
temperature, which is maintained by an air conditioning system. 

The mixture is ignited by a cold heat range spark plug. The design is adapted for an hydrogen 
engine, having the electrodes with very limited protrusion. This is beneficial in order to avoid abnormal 
combustion phenomena, as discussed in [4]. 

Combustion chamber is instrumented with a piezoelectric pressure transducer (Kistler 6045b) 
placed between intake and exhaust valves on the side. Intake and exhaust runners pressure are meas-
ured through integrated pressure transducer (Kistler 4007 and Kistler 4049).  To measure hydrogen 
flow, a Coriolis Endress+Hauser Promass A (max flow 100kg/h) is used. Exhaust hydrogen 
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concentration (dry) is measured through a V&F HSense Mass Spectrometer. Lambda is measured in-
directly through emission measurement and directly through a Bosch LSU5.2 series gasoline lambda 
probe. For heat release calculation, a thermodynamic method with constant polytropic coefficient (1.4 
compression, 1.3 expansion) is used. Each steady state measurement consists in 1000 engine cycle for 
indicated data and 30s average for test bench measurements. A representative scheme of the measur-
ing instruments is pictured in Fig. 2. 

Fig. 2. Example of figure legend (font point 9. Line should not end with a dot) 

Table 1. Engine specifications 

Displacement 498 cc 
Bore / Stroke 88 / 82 mm 
Compression ratio 14 
Number of Valves 4 
Injector Low-pressure direct injection 
Ignition Cold grade M12 spark plug 
Intake Cam Width 195 CAdeg 
Exhaust Cam Width 240 CAdeg 

3. Experimental tests

3.1 Investigated conditions 

In [14], the injection timing that resulted in the highest efficiency was the late injection (LI) timing, when 
compared with the intermediate injection (II) and the early injection (EI). This ensured the highest indi-
cated efficiency and the highest volumetric efficiency.  

The objective of the subsequent investigation is to replicate the aforementioned study, varying 
the start of injection timing while maintaining the new operating conditions and hardware (specifically 
the compression ratio of the piston). The highest load reached was constrained by the structural limita-
tions of certain components of the engine. Further specifications are provided in Table 2. 

Table 2. Test specifications 

Engine speed 7500 rpm 
IMEPH 20 bar 
Lambda 2.5 
Charge air temperature 65° C 
Hydrogen temperature 50° C 
IVO (@ 0.6 mm) -15 CAdeg aTDC
EVC (@ 0.6 mm)  10 CAdeg aTDC 
Injection Duration 2 ms 
Injection Pressure 27 bar 
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3.2 Test results 

A sensitivity to hydrogen injection timing is performed by varying the actuation of the SOI during the 
thermodynamic cycle. Through accurate analysis of the cylinder pressure, it has been demonstrated 
that there is a delay between the electrical input of the start of injection (SOI) timing imposed by the 
ECU and the effective injection of the hydrogen inside the cylinder. The delay is due to the physics 
involved in the injector construction, which is caused by the energising time of the solenoid that actuates 
the needle and the movement of the needle itself. In Fig. 3, the pressure trace plotted with the engine 
operated with SOI = -360 CAdeg aTDC; during the intake stroke shows a discontinuity, where the effec-
tive injection takes place, before returning to the mean value of the intake manifold. The injection delay 
is estimated at 1.1 milliseconds, which corresponds to approximately 50 CAdeg at 7500rpm. 

Fig. 3. In-cylinder pressure trace during the intake stroke. Electrical signal SOI=-360 CAdeg aTDC 

The primary outcome of the test is that it is not possible to run the engine with a LI calibration 
due to the variation of the combustion, as measured by the coefficient of variance (CoV) of the gross 
indicated mean effective pressure (IMEPH). This resulted in misfire and abnormal combustion. Even 
with the II, the engine exhibited a high CoV of IMEPH, despite the low incidence of misfire cycles that 
permitted the acquisition of data. As an illustration, Fig. 4 depicts the pressure trace of five subsequent 
cycles, demonstrating a 20% variation in the maximum pressure. This is clearly unacceptable in  
the context of normal engine operation. Consequently, the range of SOI under investigation is 
-360CA < SOI < -180CA, and the main findings are discussed below.  

Fig. 4. In-cylinder pressure traces with engine operated with Intermediate Injection (SOI=-180 CA aTDC) 
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In Fig. 5, the CoV is plotted against the SOI at a constant IMEPH. The last point which does not 
see a critical instability or misfire event is the SOI = -240 CAdeg. It can be observed that injection phas-
ing affects the manifold volumetric efficiency, leading to higher values when the hydrogen is injected 
after intake valve closing. Filling capacity reaches an asymptotical maximum at SOI = -240 CAdeg, 
indicating that the hydrogen injection occurs entirely after the intake valve has closed. This is due to the 
injection activation delay. 

The concentration of unburned hydrogen (H2) measured at the exhaust demonstrates a distinct 
pattern. Advancing the hydrogen injection leads to a reduction in the quantity of emissions. This is likely 
due to the formation of a more homogeneous mixture at the time of ignition. Hydrogen is more flammable 
than gasoline (see paper on prop H2), and thus able to complete the flame surface propagation even in 
the presence of rich or lean mixture pockets within the combustion chamber.  

Regarding the combustion performance indicators, Fig. 5 presents the CAdeg at 50% of the 
Mass Fraction Burnt (MFB 50%), the burn duration (MFB 10-90%) and the burn delay (MFB 0-10%). It 
should be noted that the quantitative values have been omitted for reasons of confidentiality. In order to 
reach knocking conditions, combustion phasing is regulated. The acquisitions reported in Fig. 5 are 
therefore the limited spark advance that precedes knock. Knock takes place in an internal combustion 
engine when a region of unburned charge, commonly referred to as end-gas, auto-ignites before the 
flame front initiated by the spark plug has sufficient time to consume it. Further details concerning the 
analysis of knock amplitude and the calculation of the MFB can be found in [17]. 

The occurrence of knocking is contingent upon the injection strategy employed, with the II cycle 
exhibiting the most delayed injection. Nevertheless, the advancement of the injection (EI) allows for 
more efficient operation, which is consistent with the conclusions drawn in [14]. 

The duration of the burn is only minimally affected by the injection strategy. This may be at-
tributed to comparable turbulence levels at TDC firing with the distinct injection timings. It is notable that 
the SOI = -180 is particularly susceptible to the effects of mixture inhomogeneity, exhibiting a notable 
elongation of the flame propagation duration. 

The burn delay does not exhibit an univocal trend. In fact, the injection timings with the most 
advanced injection timing, which should result in a homogeneous mixture, and with a lambda value in 
the volume next to the spark plug similar to the mean value of the combustion chamber, have the longest 
burn delay. This is to be expected, given that the laminar flame speed at ultra-lean values of lambda is 
relatively low compared to the stoichiometric value [18]. Retarding the injection is likely to result in the 
formation of a richer pocket of mixture in the volume adjacent to the spark plug, which in turn will lead 
to a faster MFB 0-10%. Finally, when the injection continues to be delayed, the combustion stability is 
affected, resulting in misfire events. This indicates that the mixture has a lambda value outside the 
flammability region. This outcome is of significant relevance since it demonstrates that burn delay is not 
invariably proportional to the coefficient of variation of the IMEPH and, therefore, the combustion stabil-
ity, in contrast with the findings of a previous paper on a gasoline engine [19].

Fig. 5. Test bench results varying the SOI 
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This information is of value when attempting to ascertain which calibration is the most fruitful in 
the context of designing a complete powertrain system layout. It is evident that volumetric efficiency has 
an appreciable impact upon the design and operation of the engine's charging and cooling systems. It 
is therefore essential to ascertain which injection strategy the engine will operate under in order to select 
the most appropriate peripherals. In order to select the most effective calibration, the Fig. 6 reports the 
product of the volumetric efficiency and the indicated efficiency. The injection timing with the greatest 
retardation has the highest value, despite exhibiting the lowest indicated efficiency. This clearly defined 
the objective of optimising the combustion system with a SOI of -180°CAdeg.  

Fig. 6. Product of volumetric efficiency and indicated efficiency varying the SOI 

4. CFD Simulations
In order to gain a deeper understanding of the results presented in the preceding paragraph, it is nec-
essary to acquire knowledge regarding the root causes of the malfunctioning when retarding the injec-
tion timing. Furthermore, in order to develop the combustion system to achieve the greatest possible 
efficiency, CFD simulations must be carried out.  

The methodology employed in the modelling process is outlined in paragraph 4.1. In order to 
reduce the computational effort associated with the points available from the SOI sweep, only three 
values are selected: -360CA, -240CA and -180CA. The combustion process is then correlated with the 
experimental data and the result described. Subsequently, virtual validation is employed to propose 
hardware modifications that will enable the combustion stability of the system to be maintained even 
when the SOI timing is retarded. 

4.1 Numerical modeling 
The commercial CFD software CONVERGE (version 3.0.28) was used for the simulations. The code 
makes use of a modified cut cell Cartesian mesh, in conjunction with Adaptive Mesh refinement (AMR) 
[16]. The computational domain comprises the combustion chamber and intake and exhaust ports. Ge-
ometrical symmetry is exploited; thus, only one-half of the domain is simulated, thereby reducing the 
computational effort.  

In the domain, the largest cell size was 4 mm within the intake and exhaust ports, and 1 mm 
inside the combustion chamber. Targeted refinements achieved 0.5 mm on the combustion chamber 
walls, 0.125 mm at the spark, and 0.0625 mm around the hydrogen injector poppet valve. The subgrid-
scale (SGS) refinement of cells by AMR ensures a high resolution (0.25mm) to capture the complex gas 
exchange processes occurring through the intake/exhaust valves, hydrogen injection and subsequent 
combustion. The total number of fluid cells is approximately 1e6 at BDC, increasing to 2.5e6 during the 
injection phase due to embedded and adaptive mesh refinements. Fig. 7 provides an example of the 
resulting mesh at BDC.  
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The injector characterisation is not included here, as it follows the methodology presented 
in [14]. 

The approach to turbulent flow involves the k-ε RNG model for compressible flows, which is 
commonly used in engine simulations. The Redlich-Kwong equation of state is employed to close the 
set of Reynolds-averaged Navier-Stokes (RANS) equations. The diffusion coefficient is calculated as 
the weighted average of the molecular mass diffusivity for each species. The specific heat and thermal 
conductivity are dependent on temperature, and expressed as polynomial functions. At solid walls, a 
non-slip condition is imposed, and a fixed temperature value is assigned, which depends on the specific 
boundary and is obtained from a combination of experimental evidence and thermo-structural simula-
tions results. The near-wall flow is modelled via a high-Reynolds approach, with the adoption of wall 
functions both for velocity and thermal boundary layers. With respect to the former, a standard law of 
the wall is employed. With respect to the latter, the GruMo-UniMORE thermal wall function is selected 
as it has been validated on gasoline engines with comparable load and rotational speed [20].  

The timestep is set between 1e-6s and 1e-8s in order to maintain the CFL number to a value 
close to 1. The PISO solution algorithm and second-order numerical scheme are employed for the 
transport equations of momentum, temperature, and turbulent quantities.  

The time-dependent pressure and temperature boundary conditions are derived from a   
GT-Power 1D model. The model has been provided with phenomenological models for turbulence and 
combustion, and has undergone extensive validation against experimental measurements.  

The combustion process is represented by the Extended Coherent Flamelet Model (ECFM) [21], 
which is a general-purpose combustion model capable of simulating the complex mechanisms associ-
ated with turbulent mixing and flame propagation, which are characteristic of modern internal combus-
tion engines. The flame surface density (FSD) transport equation serves as its governing principle, reg-
ulating the turbulent premixed flame propagation process. In order for the FSD equation to account for 
the local thermodynamic state and composition of the mixture, it must also include a term for the speed 
of the laminar flame. In order to model the interaction between the flame and local turbulence, an addi-
tional source term is introduced into the turbulent stretch term in the flame surface density (FSD) equa-
tion. In the present simulation, the intermittent turbulent net flame stretch (ITNFS) [22] is employed.  

The spark plug is represented by the Imposed Stretch Spark Ignition Model (ISSIM) [23]. ISSIM, 
developed for the simulation of the combustion process, is used to simultaneously simulate the electrical 
energy deposited in the circuit and the surface and mass deposition of the flame.  

A tabulated approach, which employs detailed chemistry, is employed to model auto-ignition 
and laminar flame speed. In this simulation, the tables were generated using the GRI3.0 mechanism 
[24] and the CONVERGE chemistry tools. These tables were constructed to cover a pressure range of 
10bar – 200bar in intervals of 10 bar, a temperature range of 500K – 1200K in intervals of 100K, an 
equivalence ratio range of 0.3 – 2 in intervals of 0.1, and an EGR fraction ranging from 0 – 0.2 in intervals 
of 0.05.

Fig. 7. Example of a section on symmetry plane of the computational mesh at BDC 
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4.2 Simulation results 
As previously stated, three SOI calibrations are replicated. The following values were considered:  
-360CA, -240CA, and -180CA. The quantity of hydrogen injected is identical in all three cases, as is 
the calibration at the test bench. The inlet pressure is varied in order to obtain the mean lambda value. 
In order to validate the CFD simulation, it must be demonstrated that the mean experimental results 
ob-tained during gas exchange can be adequately predicted by the numerical model. Fig. 8 
contains a number of important characteristic quantities that are useful for evaluating the mixture 
status inside the combustion chamber. For purposes of comparison, the only black curve represents 
the intake valve lift profile, which is identical across the three cases. The remaining lines are coloured, 
with the SOI = -300 case in orange, SOI = -240 in red, and SOI = -180 in blue. With regard to the 
lambda value, all three cases fall within the experimental range of ±0.5%, which corresponds to a 
value of 2.5. The hydrogen mass flow rate injection profiles are presented in graphical form. It can be 
observed that the actual lift of the injector needle is adjusted in accordance with the findings discussed 
in the previous section. It is noteworthy that the SOI = -240 case initiates its injection shortly before the 
intake valve closes, with no discernible impact on the intake pressure at the inlet manifold. In contrast, 
the SOI = -300 case neces-sitates a higher pressure to ensure consistent airflow and lambda. This is 
in accordance with the test bench results, as the two cases with the latest injections have an equal 
volumetric efficiency. 

Fig. 8. Lambda, intake pressure, and hydrogen mass flow rate for the three simulated cases. Dashed black 
curve represents the intake valve lift profile 

Fig. 9. Pressure and temperature inside the combustion chamber before TDC firing. Dashed black curve repre-
sents the experimental data for SOI=-240 
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In Fig. 9, the pressure and temperature line plots inside the cylinder towards the end of the 
compression stroke are presented. The SOI value of -240 was selected as the reference case, and in 
addition to the CFD simulations, the experimental acquisition of the pressure trace was plotted. The 
comparison indicates a satisfactory correlation between CFD and test bench data at the end of the 
compression stroke, provided that pressure and temperature are representative. A clear trend emerges 
when the three cases are analysed in terms of pressure and temperature of the charging mixture. The 
SOI=180 case exhibits the lowest temperature value, whereas that of the SOI=240 case displays the 
highest. This phenomenon provides a plausible explanation for the divergent knock resistance observed 
at the test bench. In particular, the SOI=240 case exhibited the highest MFB50% at knock-limited spark 
advance.

It may be reasonably expected that the three cases will exhibit considerable disparity in terms 
of mixture stratification and homogenization quality, due to the differing SOI. Fig. 10 presents the equiv-
alence ratio among the three cases, in the brief interval preceding spark plug actuation, with the piston 
positioned near the top dead center (TDC). It can be observed that the injection with the most recent 
injection has the poorest mixture stratification. This is evidenced by the presence of pockets of both rich 
and lean fuel around the combustion chamber, with the majority of the fuel located at the periphery. 
Conversely, the core volume remains devoid of hydrogen. This is corroborated by the line plot displayed 
in Fig. 11, in which the values represented are the volume-averaged lambda around the spark plug, 
considered to be a sphere with a radius of 4 mm. It is observed that the SOI=-180 case exhibits the least 
amount of fuel, which is near the upper limit of flammability. Conversely, the other two cases demon-
strate lambda values of approximately 1.6. The experimental evidence corroborates this observation, 
demonstrating that the SOI = -180 exhibits the greatest CoV of IMPEH and the highest hydrogen emis-
sion at the exhaust. The former is attributed to the extremely lean value, whereas the latter is due to the 
zones with high H₂ mass fractions. With regard to the macroscopic distribution of these cases, it can be 
observed that the values are similar, with a leaner portion under the exhaust valve than that under the 
intake valve. Conversely, the SOI = -300 exhibits a notable homogenization. Consequently, the calcu-
lated equivalence ratio standard deviation at the instant taken for the contour plots is 34.9%, 29.8% and 
18.3% for the SOI=-180, SOI=-240 and SOI=-180 cases, respectively. 

Fig. 12 presents a comparison between CFD and the mean experimental pressure trace for 
case SOI = -240, which is taken as a reference case. The simulation is demonstrated to be capable of 
accurately predicting the experimental value. It should be noted that the pressure curve deviates from 
the experimental values in the region close to TDC. In this area, CFD tends to overpredict the pressure 
in the combustion chamber. The presence of blow-by leakages in the experiment, which are not mod-
elled in the current simulation, could explain this deviation. The numerical setup (with the exception of 
spark advance) used for this correlation in terms of FSD transport tuning parameters remains un-
changed for the other cases. Fig. 13 presents the resulting pressure trace from CFD simulations. Nota-
bly, the SOI = -180 case exhibits a markedly attenuated flame propagation, which is consistent with the 
potential occurrence of a misfire event during testing. The result is a pressure trace that is almost indis-
tinguishable from that of a "cold" cycle, with no evidence of any combustion event. 

A comparative analysis was conducted between the various cases, with the results presented 
in Fig. 14, which compares the combustion indicators expressed in delta CA against the reference case 
(SOI=-240). The predictions are in qualitative agreement with experimental evidence, particularly in re-
gard to the SOI=-300 case. Although the quantitative discrepancies exist, the model is capable of pre-
dicting which configuration burns at a faster or slower rate. Nevertheless, the SOI=-180 case exhibits 
minimal flame activity, suggesting that the combustion indicators calculation may be misleading, partic-
ularly from both the simulation and experimental perspectives. This is likely due to the high CoV of 
IMEPH. 
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Fig. 10. Equivalence ratio distribution contour plot. Upper row displays the symmetry plane; lower row section 
is normal to the cylinder axis and tangent to the cylinder head 

Fig. 11. Volume-averaged Lambda values around the spark plug, considering a sphere with a r=4mm radius 

Fig. 12. Measured and predicted pressure traces. 
Case SOI=-240 

Fig. 13. Comparison of the predicted pressure traces 
(left axis) and HRR (right axis) for the three cases 
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Fig. 14. Measured and predicted combustion indicators. Difference with reference case SOI=-240 

5. Hardware modifications to enable late injection
As previously discussed, the objective of this activity is to enable the engine to operate at the maximum 
possible efficiency with a late injection. As the analysis of the efficiencies indicated, the objective of the 
final phase of the project is to modify the combustion system in order to enable the late injection, even 
in an ultra-lean operational point. The starting point is the SOI=-180 case, which provides a clear illus-
tration of the situation at the spark plug prior to the commencement of combustion. There are essentially 
two contrasting approaches to modifying the mixture stratification, with the objective of enriching the 
central portion of the combustion chamber: 

A. Achieving the maximum homogenisation, thereby promoting the overall diffusivity of the charge.
This method necessitates a higher level of turbulence. The most straightforward method to
achieve this is to enhance the tumble vortex during the intake and compression stroke, with the
design of a new intake port

B. Searching for a mixture stratification, with the intention of bringing more fuel closer to the spark
plug, thereby avoiding the "splashing" effect in the vicinity of the liner, positioning the combus-
tion chamber's richest section centrally. Installing a guiding jet cap at the base of the injector
directs the hydrogen jet towards a specified area of the cylinder, in conjunction with the mean
flow field, thus enabling the creation of a suitable mixture stratification.

5.1 Virtual validation 

Proposal A, also designated as 'High Tumble', is activated by a novel intake port that ensures a +66% 
increase in the absolute value of the peak TumbleY vortex and a +50% increase in the maximum TKE 
value during the intake and compression stroke. Fig. 15 presents the differences in velocity and turbu-
lence kinetic energy contours on the symmetry plane. Conversely, the pressure at the intake required 
to achieve the same mass airflow is greater, resulting in a 4% reduction in volumetric efficiency. 

In contrast, the proposal B) entails the installation of two distinct jet caps on the baseline con-
figuration (low tumble). Geometry B1 comprises a single-hole jet cap, which directs the hydrogen jet in 
a direction parallel to that of the tumble vortex in order to enhance the mean flow field anti-clockwise 
rotation. The geometry B2 is a multi-hole jet cap, comprising nine holes. The aim is to encourage strat-
ification of the fuel mixture by means of the introduction of smaller hydrogen jets, which should result in 
the fuel being confined to the central portion of the combustion chamber. Fig. 16 illustrates the geometric 
differences between the two proposed geometries. 

The resulting equivalence ratio distribution of the new proposals is presented in Fig. 17. The 
high tumble solution provides a more homogeneous charge than that obtained with SOI = -180 and a 
low tumble intake port. Consequently, the augmented turbulence intensity resulted in a positive effect 
on the additional diffusivity. The stratification is comparable to that observed in the SOI=-240 case, with 
a region beneath the intake valve exhibiting higher values and the central volume approaching lambda 
unity. The jet cap B1 confines the hydrogen to the left portion of the combustion chamber, under the 
direction of the jet hole itself. The volume near the spark plug is near-stoichiometric, as evidenced by 
the monitored lambda values in a sphere of radius 4 mm, which are proposed for the three new simula-
tions in Fig. 18. Finally, the analysis of the jet cap B2 reveals a stratified charge that is not conducive to 
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the desired outcome. Indeed, the majority of the mixture is concentrated in the outer portion of the 
combustion chamber, exhibiting a similar distribution as observed in the SOI = -180 without modifica-
tions. Upon examination of the mixture distribution, it can be seen that an increase in the number of 
holes in a jet cap results in a hydrogen jet that is comparable in quality to a standard injector without a 
cap. It can be concluded that the increased hydrogen diffusion facilitated by multiple holes is not bene-
ficial in this instance, as it does not provide directionality for the hydrogen towards a specific region in 
order to achieve stratification. Finally, in Fig. 18, the lambda value for the B2 case is so lean that it 
resides outside the plot range (lambda >>5), which precludes any further analysis.   

Fig. 15. TKE contour and Velocity vector for Low Tumble (blue) and High Tumble (green) 

Fig. 16. Geometric representation of the two jet caps proposed 

Fig. 17. Equivalence ratio distribution contour plot with SOI=-180. Upper row displays the symmetry plane; 
lower row section is normal to the cylinder axis and tangent to the cylinder head  
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Fig. 18. Volume-averaged Lambda values around the spark plug, considering a sphere with a r=4mm radius (Jet 
cap B2 line is outside of the plotting range) 

Finally, the combustion simulation for the three cases is presented in Fig. 19. The spark advance 
is set to maintain the same IMEPH. As anticipated, the jet cap B2 is not affected by flame propagation 
due to unfavorable mixture conditions in the vicinity of the spark plug. The mixture stratification of the 
high tumble and jet cap B1 cases, with a central region that sees stoichiometric conditions, ensures a 
high flame speed, resulting in both a short burn duration and burn delay. 

Fig. 19. Predicted pressure traces (left axis) and HRR (right axis) from CFD simulations 

5.2 Experimental assessment 
To validate the model's predictive capabilities, a final evaluation of the proposed hardware is conducted. 
It must be noted that, at the time of drafting this report, the data from the new intake port with high tumble 
are the only results available.  

In the test, the SOI = -180 calibration with high tumble port demonstrated a remarkably low 
coefficient of variation (CoV) of IMEPH and an absence of misfires. This result is in accordance with the 
simulation indication, which predicted the formation of an ignitable mixture around the spark plug. In 
addition, Fig. 20 illustrates the difference in CA between the combustion indicators. The SOI = -240 is 
retained as the reference case. Once more, the qualitative trends observed in terms of burn duration 
and burn delay are reflected in the simulation results, although the differences are accentuated by the 
predictions of the model, repeating what already observed in the quantitative comparison of Fig. 14. 
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Fig. 20. Measured and predicted combustion indicators. Difference with reference case SOI=-240 

6. Conclusions
This study examines the potential use of hydrogen as a fuel for a single cylinder research engine. The 
objective of this research is to identify the optimal engine configuration for maximum power output and 
efficiency. For this reason, this investigation employs a specific operating point, namely high rotational 
speed (7500 rpm), a high geometric compression ratio (CR=14) and ultra-lean conditions (lambda 2.5). 
The load is the highest possible, compatible with the structural limits of the engine. 

The results obtained at the test bench demonstrate a notable sensitivity to the start of injection 
(SOI) of the fuel. In particular, late injection strategies are not feasible due to the high coefficient of 
variation of the IMEPH and the occurrence of misfires. The experimental testing revealed that interme-
diate or early injection strategies resulted in variations in the volumetric efficiency, combustion duration 
and unburned hydrogen emission. However, the analysis of efficiencies demonstrates that the highest 
overall efficiency is achieved through a late injection strategy. As a consequence, further enhancements 
to the hardware are necessary to ensure the engine operates effectively with the aforementioned cali-
bration. 

The test data is employed to validate the efficacy of a 3D CFD model that is capable of predicting 
differences in mixture stratification and replicating combustion performances in accordance with the 
SOI. It is notable that misfire events occurring with late injection can be traced back to a very lean portion 
of the mixture in close proximity to the spark plug, which does not allow for the development of a robust 
flame kernel. 

Subsequently, the virtual validation of hardware modifications has demonstrated the feasibility 
of implementing a delayed injection strategy through two principal methods: the augmentation of turbu-
lence intensity and the subsequent augmentation of mixing diffusivity; or the stratification of the mixture 
and the assurance of an optimal lambda value proximate to the spark plug and within the central portion 
of the combustion chamber. The former method is initiated by actuating a different intake port, which 
generates a more intense tumble vortex. The latter method involves the installation of a jet cap on the 
injector. Two different jet caps were evaluated in this experiment, each employing a distinct stratification 
strategy (single-hole versus multiple-hole). The CFD results demonstrate the considerable potential of 
two of these proposed solutions (namely the high-tumble intake port and the single-hole jet cap), which 
are shown to be effective in ensuring stable combustion when a late injection strategy is employed. The 
proposed intake port was subjected to testing at the test bench, and the outcomes validated the efficacy 
of the design. 

It appears that CFD is an efficacious instrument when employed to design an entire combustion 
system, furnishing reliable indications regarding the quality of combustion and mixture distribution. It is 
evident that there is a necessity for improvement to ensure the precision required to provide accurate 
estimations of final output power in terms of quantitative value. Further analysis will be conducted to 
determine the origin of this discrepancy.   
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Another crucial aspect is the emission of NOx under different engine operating conditions. The 
model may be further developed to include the chemistry of NOx formation, thereby allowing for the 
simulation of emission levels at the exhaust. 
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Future developments will focus on enhancing the precision of the predictions by refining the 
mixing model in terms of molecular and turbulent diffusivity evaluation and revisiting the combustion 
model, with a critical examination of the tabulated values of LFS at elevated pressure and temperature. 
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Abstract. Hydrogen-fuelled internal combustion engines (H2ICE) have great potential as future carbon-
free transportation, especially in heavy-duty applications, but the implementation in real vehicles has 
not yet been demonstrated due to a number of technical challenges. One of the most important issues 
is the design of hydrogen injector systems that can provide the needed amount of fuel into the combus-
tion chamber with rapid mixing with the main chamber gases to achieve a near homogeneous mixture, 
in order to ensure stable combustion without combustion anomalies such as pre-ignition and knocking. 
The present study provides an overview of the ongoing FUELCOM4 project with KAUST and Saudi 
Aramco in an effort to enhance our knowledge of hydrogen injection, mixing, and combustion charac-
teristics by utilizing high-fidelity laser diagnostics and simulations. First, hydrogen jet injection and mix-
ing characteristics are investigated in a high-pressure constant volume chamber experiment with ac-
companying simulations for validation. Jet penetration and dispersion characteristics depending on 
different injector configurations are examined. Recent developments in advanced laser diagnostic tech-
niques to quantify the hydrogen fuel distribution are also discussed. Finally, parametric studies of the 
effects of jet dispersion and mixing on engine combustion characteristics are presented.   

1 Introduction 
In the pursuit of decarbonizing the energy and transportation sectors, hydrogen (H2) has emerged as 

a focal point in combustion research. H2 offers promise as a clean energy source for internal combustion 
engines (ICEs) due to its potential to be produced from water using renewable electricity. Notably, the 
application of H2 in ICEs necessitates minimal modifications to existing engine hardware, positioning H2 
ICEs as a viable solution for future transportation, particularly in heavy-duty applications. 

Given its high flame propagation speed and low ignition energy, H2 is better suited for spark-ignition 
(SI) mode rather than compression ignition (CI) mode. Its wider flammability range compared to gasoline 
presents an opportunity for ultra-lean combustion, crucial for achieving stable combustion without knock-
ing. However, earlier studies employing the port fuel injection (PFI) method encountered challenges 
such as flashback and pre-ignition at high loads, alongside reduced net air flow rate and engine power 
due to H2 expansion. Contrastingly, the direct injection (DI) method has emerged as a solution to miti-
gate these issues by supplying H2 directly into the combustion chamber, a method increasingly favored 
in recent H2 ICE combustion research. However, the primary challenge in H2 DI lies in achieving ade-
quate mixing before spark ignition. Poor mixture distribution can lead to misfire or knocking, necessitat-
ing systematic optimization of injector design and injection strategy. Additionally, due to H2's ultra-low 
density, high injection pressure is required, resulting in choked flow within the nozzle channel and shock 
wave generation upon expansion into the combustion chamber. The complex transcritical and super-
sonic mixing process further complicates high-pressure H2 injection, requiring a thorough understanding 
of optimization.  

The FUELCOM project is a long-term research collaboration program between the Clean Combustion 
Research Center at KAUST and the Transport Technologies Division at Saudi Aramco’s Research and 
Development Center. The partnership aims to develop early-stage technology by improving the science 
and application of core ideas that pave the road for sustainable mobility. FUELCOM commenced with a 
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number of projects centered around fundamentally characterizing a wide range of fuel components 
based on their combustion behavior. This was followed by an extensive investigation of emerging engine 
combustion concepts, including gasoline compression ignition, high-pressure isobaric combustion, and 
pre-chamber combustion concepts. Since 2023, FUELCOM has been undertaking a new project 
(FUELCOM4) to advance the knowledge of H2 combustion to achieve stable and efficient operation on 
heavy-duty engines.  

The FUELCOM4 H2ICE research framework is primarily composed of four workstreams interacting 
efficiently to achieve the ultimate targets of the project, including the research on H2 injection and engine 
combustion, diluted combustion methods (exhaust gas recirculation and water injection), novel ignition 
concepts (plasma and pre-chamber combustion), NOx reduction with catalyst, and lubricant oil combus-
tion. In the current paper, we present an overview of the on-going efforts in investigating the character-
ization of H2 injection and combustion processes. The main research objectives include:  

• Investigation of the effects of ambient conditions (injection and ambient pressures) on the H2 jet
development in a constant volume chamber (CVC).

• Development of the computational models for the simulation of H2 injection utilizing hollow-cone
and solid-cone injectors.

• Examination of the impact of overall lambda (l) and spark timing on the combustion character-
istics of H2 on both the metal and optical engines.

• Evaluation of the effects of different chemical kinetics and combustion models on the prediction
of H2 engine combustion.

The paper is structured into four main sections. First, the experimental work on H2 injection in the 
constant volume chamber (CVC) is reported to show the methodology and the main findings. Second, 
the CFD simulation work for H2 injection is presented to show the modeling setup and validation, fol-
lowed by an overview of the key understanding related to the mixture formation. Third, the metal and 
optical engine combustion experiments with both the DI and PFI configurations are reported. Key com-
bustion characteristics of H2 under various l conditions are analyzed and discussed. In the last section, 
the ongoing studies in assessing the combustion models for H2 engine combustion simulations are 
briefly discussed.  

2 Hydrogen injection experiments 

2.1 Experimental setups 

2.1.1 High-speed Z-type schlieren setup 

A high-speed z-type Schlieren imaging method was utilized to visualize the H2 jets in a CVC. The 
schlieren method operates on the principle that variations in the refractive index of a gas lead to optical 
inhomogeneity [1]. In the context of jet and flow studies, the density gradient within the flow field is 
translated into a change in relative light intensity within a plane. By employing high-speed photography, 
it becomes possible to capture and record the morphology of the jet, as well as its time-resolved evolu-
tion. Fig. 1 illustrates the experimental setup schematically. A high-power LED, driven by Thorlabs 
DC2200 High-Power controller, was used to generate a monochromatic red-light beam with a wave-
length of 625 nm. The diverging light beam passed through a 1 mm aperture and was subsequently 
collimated using an 8-inch diameter f/5 parabolic mirror #1. It was then directed through a constant 
volume chamber (CVC) to illuminate the H2 jets. Following that, the collimated light was once again 
focused using parabolic mirror #2. At the focal plane, a knife edge was positioned to partially block the 
refracted light beams before reaching a focusing lens with a focal length of 400 mm. The transmitted 
beam was subsequently captured by a high-speed CMOS camera (Photron, FASTCAM SA-X2) with a 
repetition rate of 100,000 frames per second (100 kHz) and an exposure time of 8.38 µs. The resulting 
image resolution was 384×264 pixels, providing a spatiotemporal resolution of approximately 0.1087 
mm/pixel.  

A cube-shaped CVC with an internal volume of around 0.12 L was employed to provide ambient 
pressure. The observation window of the CVC was made of quartz optical glass, with a visual range 
diameter of 25 mm and a thickness of 22 mm. The ambient gas used in this experiment was nitrogen, 
and the temperature of the surrounding environment was maintained at 20 °C. The single-hole high-
pressure injector used in this study was obtained by modifying a commercial automotive Bosch HDEV5 
GDI solenoid injector. This idea was inspired by the approach of Yip et al. [2], nevertheless, a different 
modification method was adopted. The original HDEV5 GDI injector features 6 identical holes with a 
diameter of approximately 0.16 mm and cannot provide a sufficient H2 flow rate for practical engine 
applications. Therefore, our solution is to increase the flow area of the orifice in the nozzle tip. The solid 
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part between the 6 holes was precisely machined by CNC to form a single coaxial hole with a diameter 
of 1.2 mm. A polytetrafluoroethylene (PTFE) nozzle gap was placed between the injector tip and cap 
attachment to minimize the effective sac volume and ensure a tight seal. In addition, the orifice geometry 
of the obtained single-hole injector can be adaptively customized with PTFE. In this study, the custom-
ized PTFE nozzle diameters and lengths are d = 1.0 mm and L = 2.8 mm, respectively. The injector was 
controlled and triggered through NI DIDS 2003 (National Instruments Direct Injector Driver System). The 
camera triggering was synchronized with the fuel injection through a digital pulse generator (Stanford 
research systems DG535).  

Fig. 1. Schematic diagram of high-speed schlieren setup. 

2.1.2 Laser-induced high-speed Raman imaging setup 

The same CVC and injector setup as described in 2.1.1 was adopted, except the laser inlet window 
was changed to a sapphire one with a much thinner thickness. The schematic of the optical setup is 
illustrated in Fig. 2. This section first describes the 1-D Raman setup and then the modifications needed 
to convert it to 2-D Raman. A pulse-burst Nd:YAG laser  (Spectral Energies, QuasiModo 1200) provides 
a train of frequency doubled 532-nm pulses at a repetition rate of 50 kHz during a 5 ms burst window (~ 
250 pulses in total). The pulse duration and energy were set to 100 ns and ~ 13 mJ/pulse to avoid optical 
breakdown at elevated ambient pressures. A zero-order half-wave plate ensured the vertical polarization 
of the incident beam. A f = 150 mm AR-coated convex lens focused the beam to a spot size ~ 120 μm 
(HMFW) at z = 2.6 mm below the injector cap.  

An image relay system, formed by a 1-inch f = 30 mm achromatic doublet and a 2-inch f = 100 mm 
achromat, collected the Raman scattering signal, and reimaged it at the first focal plane, outside the 
chamber. To maximize the collection efficiency, the first achromat was placed inside the chamber. A 
wire grid polarizer halved any unpolarized signal, such as fluorescence from the windows while keeping 
the highly polarized Raman signal unchanged. After recollimation of the signal, a wavelength separation 
unit suppressed surface and elastic scattering (Rayleigh, Mie) through an OD6 notch filter at 532 nm, 
then separated the vibrational N2 Raman bands (597.5 ~ 612.5 nm) from the H2 (673.5 ~ 686.5 nm) 
through a dichroic beamsplitter and two bandpass filters (Semrok, FF01-605/15 for N2 and Semrok, 
FF01-680/13 for H2). Two identical f = 50 mm camera lenses (Nikon, Nikkor 50 mm f/1.2) focused the 
two Raman signals on two back-illuminated EMCCD cameras operated in low-noise CCD mode (Prince-
ton Instrument, ProEM HS: 1024BX3). The two cameras are operated in subframe burst gating mode 
(Spectra Kinetic) [3] to enable a high sampling rate while maintaining the low noise of scientific CCD 
cameras. By setting the frame exposure time of 300 ns, the recording of 1037 subframes per readout 
cycle at 50 kHz was achieved. A slit with an opening of 625 μm was located at the first focal plane 
outside the chamber to block the whole sensor except ~ 12 pixels rows. A 3×1 software binning along 
the horizontal (laser propagation) direction was applied in postprocessing to improve SNR, resulting in 
a pixel density of ~ 22 pixels/mm. A delay generator (BNC, model 577) provides synchronization be-
tween the cameras and the laser.  

22



H.G. Im, et al. 

Fig. 2. The schematic of the optical setup for high-speed Raman scattering measurements. Different components 
applied in 2-D are marked in grey. 

Several modifications were made to convert the system for 2-D imaging. The pulse-burst laser was 
operated at 10 kHz, with pulse duration set to 200 ns, resulting in ~ 150 mJ/pulse. An f = 150 mm AR- 
coated cylindrical lens, replaced the spherical lens to form a 7-mm tall, 120-μm thick laser sheet in the 
center of the chamber. A knife edge placed before the cylindrical lens blocked the top portion of the 
beam, reducing the laser sheet size to 4.4 mm to avoid ablation of the injector cap while maintaining 
high leaser energy in its proximity. The upper edge of the laser sheet was ~ 0.5 mm below the injector 
cap. The slit was removed for 2-D imaging and the Raman signals of H2 and N2 are collected separately 
by two high-speed CMOS cameras (Photron, FASTCAM SA-X2). The exposure time of each frame was 
5 μs and in total 100 subframes were recorded per readout cycle. Software binning of 2×2 was done in 
postprocessing and resulted in a pixel density of ~ 21 pixels/mm. The spatial resolutions of both N2 and 
H2 channels were tested with the standard 1951 USAF target (Thorlabs, R1DS1N) and yielded to ~ 90 
μm after the software binning. 

2.2 Hydrogen jet characterization in the CVC 

2.2.1 Hydrogen jet structure and macroscopic characteristics 

Fig. 3 illustrates the morphological changes of H2 jets over consecutive time intervals following the 
start of injection (ASOI) at various pressure ratios (Rp). The pressure ratio is defined as Rp = Pinj /Pb, 
where Pinj represents the upstream injection pressure and Pb denotes the ambient pressure, which re- 
mains constant at 10 bar. The detected edges of the jets are depicted as green lines to provide a visual 
representation of the jet boundaries. During the early stages of injection, the jet shape is unstable and 
undergoes constant fluctuations. As the injection time increases, the jet progressively moves down- 
wards and expands horizontally on both sides. Beyond an injection time of 0.4 ms, a cone-shaped struc- 
ture near the nozzle becomes increasingly prominent. As the jet develops into the far-field, the jet head 
takes on an irregular spherical configuration. Furthermore, as the pressure ratio increases, the jet 
evolves at a faster rate and reaches the bottom of the window in less time. An interesting observation is 
the presence of shadows alongside the H2 jet mainstream. These shadows result from the formation of 
shock waves caused by the high-speed jet. These shock waves create sharp density gradients in the 
flow field, which can be captured by a camera. The results regarding the jet structure indicate that, at 
the same ambient pressure, the shadows created by shock waves become more pronounced with an 
increasing injection-ambient pressure ratio. Additionally, in the later stages of jet development, all jets 
exhibit a deviation from the nozzle axis due to the buoyancy effect. 

Fig. 4 (a) illustrates the influence of pressure ratio on jet penetration by varying the injection pressure 
while maintaining a constant ambient pressure of 10 bar. It is important to note that the visible scope of 
the window imposes a limitation on the maximum jet penetration obtainable from the post-processing of 
jet images, which does not exceed 25 mm. By examining the plots of jet penetration versus time, it is 
evident that an increase in pressure ratio leads to greater jet penetration. This finding aligns with the 
results of previous studies [4-6]. Furthermore, for Rp = 8, Pinj = 80 bar, as well as Rp = 10, Pinj = 100 bar, 
the difference in jet penetration at the same ASOI time becomes negligible. This suggests that there is 
a limit to further increasing jet penetration by raising the injection pressure when the ambient pressure 
is fixed. Fig. 4(b) depicts the jet penetration under different ambient pressures while keeping the injection 
pressure constant. As expected,  a larger Rp corresponds to higher jet penetration at the same ASOI 
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time. This can be attributed to the fact that increasing Rp leads to an elevation in injection pressure or a 
decrease in ambient pressure. Consequently, the jet attains a greater mass flow rate or encounters less 
resistance from the ambient environment, both of which facilitate its forward propagation. 

Fig. 3. Evolution of H2 jets for Rp ranges from 4 to 10. Pamb = 10 bar. 

Fig. 4. H2 jet penetration for various Rp: (a) different Pinj under Pamb = 10 bar, (b) different Pamb under Pinj = 80 bar. 

Fig. 5 presents the H2 jet projection area as it relates to the pressure ratio, considering variations in 
both injection pressure and ambient pressure. When the ambient pressure is held at 10 bar, a larger 
pressure ratio corresponds to a larger jet projection area. This observation can be attributed to the in-
fluence of Rp on jet penetration. Specifically, when the injection time remains constant, a larger jet pen-
etration indicates an enhanced spatial diffusion capability of the jet. Similarly, when the ambient pres-
sure is changed while maintaining a fixed injection pressure of 80 bar, the same trend is observed, as 
depicted in Fig. 5(b). In this case, altering the ambient pressure also affects the jet projection area, with 
higher ambient pressures resulting in smaller projection areas. In summary, both the pressure ratio and 
ambient pressure play significant roles in determining the jet projection area. Higher Rp values and lower 
ambient pressures contribute to larger jet projection areas, indicating improved spatial diffusion capa-
bilities of the jet.  
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Fig. 5. H2 jet area for various Rp: (a) different Pinj under Pamb = 10 bar, (b) different Pamb under Pinj = 80 bar. 

Previous studies [4, 5] have predominantly employed a normalized parameter, namely the pressure 
ratio, to quantify the characteristics of H2 jets. In our study, we achieved equivalent injection-ambient 
pressure ratios by manipulating various injection pressures and ambient pressures. To facilitate a 
straightforward comparison, we selected three sets of pressure ratios (Rp = 2, 4, 8) derived from different 
combinations of injection pressures and ambient pressures. The jet penetration and jet area were cho-
sen as the parameters for comparison, as depicted in Fig. 6. The data presented in the plot demonstrates 
that, for a given pressure ratio Rp, the jet penetration and jet area obtained from different injection pres-
sures and ambient pressures exhibit similar trends. However, certain minor differences persist, particu-
larly in terms of the jet area.  

Fig. 6. Effects of Rp on H2 jet characteristics: (a) jet penetration, (b) jet area. 

When a high-pressure gas is discharged through a nozzle into a low-pressure ambient environment, 
the gas jet undergoes distinct flow states and transitions. By defining the pressure ratio as the ratio 
between the nozzle inlet pressure and the ambient pressure, we can identify three primary jet flow states 
and two transition states. Within a pressure ratio range of 1 to 1.89, a subsonic jet is generated. As the 
pressure ratio increases to the range of 1.95 to 3.85, the gas jet becomes moderately under-expanded, 
characterized by the presence of clearly observable shock diamonds or shock units. When the pressure 
ratio exceeds 4.05, the jet enters a highly under-expanded state. To describe the shock waves formed 
by these highly under-expanded H2 jets, we employ three characteristic parameters: Mach disk height, 
Mach disk width, and the triple point angle. Mach disk height refers to the distance between the nozzle 
exit and the Mach disk. Mach disk width represents the dimensions of the Mach disk. The triple point 
angle is defined as the angle between the tangent of the expansion wave and the nozzle axis [7]. The 
variations of Mach disk height are used to calculate the pressure information in the gas nozzle including 
orifice inlet pressure and orifice outlet pressure by using an empirical equation, as expressed by [8] 

!
"

= 0.67& #!
#"

 (1) 

Where H is the Mach disk height and d is the nozzle orifice diameter. Pi is the upstream inlet pressure 
of the single-hole cap.  
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Fig. 7. Effects of Rp on H2 jet characteristics. 

By employing image post-processing techniques, we can obtain crucial parameters such as Mach 
disk height, Mach disk width, and the triple point angle, all of which vary with the pressure ratio defined 
by the injection pressure and ambient pressure, as shown in Fig. 7(a). Furthermore, utilizing the above 
empirical equation that establishes a relationship between Mach disk height, nozzle diameter, and the 
pressure ratio between the nozzle inlet and ambient, we can calculate the nozzle inlet pressure and the 
pressure ratio denoted as Pi divided by Pb. We found this pressure ratio shows a linear dependence on 
the pressure ratio defined by injection pressure divided by ambient pressure, as shown in Fig. 7(b). It 
can be concluded there is an approximately 80% pressure loss from the upstream supply injection pres-
sure to the nozzle inlet. We hypothesize that this outcome may be attributed to the formation of a Laval 
structure between the injector needle valve and the seat. As the gas passes through the Laval nozzle, 
there is a continuous decrease in pressure coupled with an increase in gas flow velocity. Based on our 
observations, we can establish new pressure thresholds to identify different jet states according to the 
injection-ambient pressure ratio, as depicted in Fig. 7(c). Specifically, if this ratio falls between 1 and 
12.8, the jet is categorized as subsonic. When the pressure ratio lies between 13.2 and 23.9, the jet is 
considered moderately under-expanded. If we further increase the pressure ratio beyond 25.1, the jet 
becomes highly under-expanded. Additionally, we have observed that the triple point angle remains 
nearly constant across different pressure ratios. 

2.2.2 Hydrogen mixing field quantification using high-Speed 1-D and 2-D Raman imaging 

The high-speed 1-D Raman scattering technique is here applied to investigate the effect of ambient 
pressure on the H2 mole fraction (xH2), 2.6 mm below the single-hole cap. The injection pressure Pinj = 
60 bar is selected, and the injection duration is set to 2 ms. Results for three ambient pressures, Pamb = 
25, 12.5, and 1 bar are here discussed. For each injection condition, measurements are repeated 10 
times. Between measurements, the chamber is purged, vacuumed, and then filled with N2 up to the 
desired Pamb. This lengthy procedure is necessary to prevent the accumulation of H2 in the chamber 
between consecutive injections. Preliminary measurements show that due to the small volume of the 
chamber and the high sensitivity of 1-D Raman, three injections are sufficient to raise the residual H2 
mole fraction level to 0.5%, 1%, and 13%, for Pamb = 25, 12.5, and 1 bar, respectively. 

By carefully timing the injection of 2 ms within the 5 ms laser burst using a separate delay generator, 
instantaneous xH2 profiles of transient H2 jets are measured with high temporal and spatial resolutions. 
Fig. 8(a) shows the single-shot 1-D xH2 profiles of injections in Pamb = 25 bar at selected ASOIs. The first 
profile, (ASOI of 0.33 ms) shows a narrow H2 jet (FWHM < 1 mm) sided by two peaks attributed to the 
leading vortices of the starting jet. N2 is entrained rapidly, and the peak H2 mole fraction is ~ 0.9 in the 
central jet and ~ 0.4 on the side peaks. At ASOI of 0.35 ms, the H2 jet profile becomes broader, ~ 2 mm 
in FWHM, with a nearly flat region with xH2  ~ 0.9 followed by a rapid decrease as it approaches the 
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shear layer. The leading vortices have moved out of the probe region and are no longer visible. The jet 
quickly reaches a quasi-steady state, with no large variations in the overall profile, but the side peaks 
oscillate in radial positions as the turbulent jet entrains the surrounding N2. Profiles at Pamb = 12.5 bar 
are similar, and therefore not reported here. 

Fig. 8. The development of 1-D single-shot xH2 of (a) Pinj = 60 bar and Pamb = 25 bar, and (b) Pinj = 60 bar  
and Pamb = 1 bar at selected ASOIs. 

Fig. 8(b) shows the xH2 profiles measured for Pa = 1 bar. The large pressure ratio (Rp = 60) leads to 
a highly under-expanded jet, and consequently dramatic difference in the mole fraction profiles. At ASOI 
of 0.33 ms, the jet features a wide core (~ 2.5 mm) with no N2 entrainment (xH2 = 1) and a highly asym-
metric wing with significant mixing. The high-mixing region is associated with the starting of the jet and 
disappears by ASOI of 0.39 ms. A quasi-steady state is reached quickly, characterized by a broad region 
(~ 2 mm) of pure H2 (xH2 = 1), followed by a sharp transition to pure N2 (xH2 = 0). Remarkably, Fig. 9 
shows a semi-quantitative plot of the measured H2 number density normalized by the one of pure H2 at 
ambient temperature and pressure. Single-shot number density measurements have an additional 
source of error in the laser energy fluctuations. Measurements in pure H2 at 1 bar show an average error 
of ~ 13% in the ROI over the laser pulses. Despite the uniform xH2 as measured in the core region, the 
measurements show a wide variation in H2 number densities due to the shock structure associated with 
highly under-expanded jets. These shock structures prevent the mixing (xH2 = 1) in a relatively wide 
radial range. High-speed measurements of the relative number density, allow for monitoring the tem-
poral and spatial evolution of the shock structure, and the formation of the shock cell. The arrows in Fig. 
9 describe the evolution of the location of the shock waves, as they first move outward, and then inward 
until reaching a relatively steady state. An embedded picture of Schlieren imaging in Fig. 9 conveys an 
overview of the shock cell using the same cap and at similar Pinj and Pamb. The measurements show 
that high-speed Raman scattering can provide quantitative mole fractions in the presence of shock 
waves and temporally resolves the shock cell evolution. Strategies to include temperature measure-
ments by probing additional H2 transition will be the object of future studies.  

This section discusses the means, standard deviations, and coefficient of variance of the collected 
xH2 profiles. Statistics are computed based on 10 individual measurements, for each time of ASOI. A 
quantitative comparison of the 1-D xH2 profiles at z = 2.61 mm for all three injection conditions is sum-
marized in Fig. 10. Results are drawn for the starting of the jets at ASOI 0.33 ms (Fig. 10(a) and (b)), 
and at a time during the quasi-steady period near the end of the injection of ASOI 1.91 ms (Fig. 10(c) 
and (d)). The left column presents the single-shot measurements of xH2, and the right column gives the 
corresponding statistics over repeated injections. By comparing the statistical results in Fig. 10(b) and 
(d), a more axisymmetric shape in the burst-averaged xH2 profiles is easily noticed for all the cases in 
the quasi-steady period. A comparable mixing level is achieved at the centerline for both Pamb = 25 and 
12.5 bar with the averaged xH2 ~ 0.9, while nearly pure H2 of xH2 ~ 1 is measured for the Pamb = 1 bar as 
a result of the shock cell. In the quasi-steady state at 1.91 ms, much smaller standard deviations are 
measured near the core of the jets, in contrast to the outer radial positions of the mixing layer, where 
much higher turbulent intensities should be expected. The standard deviation based on 10 bursts, meas-
ured on the centerline during the steady state is ~ 0.01, 0.05, and 0.02 for Pamb = 25, 12.5, and 1 bar, 
respectively. 

The possibilities and limitations of high-speed 2-D Raman imaging for H2 jet characterization are also 
investigated. Due to lower SNR, as a result of lower laser energy and the use of CMOS cameras, meas-
urements are limited to a high chamber pressure of Pamb = 25 bar. Results for  Pinj = 60 bar are presented 
here. The measurements are repeated 30 times. Results are here limited to mole fractions, removing 

(a) (b) 

27



Towards H2ICE: Experimental and computational characterization of H2 injection, mixing, and combustion 

the need to measure the spatial and temporal energy profile, a major advantage of Raman scattering 
compared to Rayleigh or fuel-tracer PLIF as discussed in [9]. The 2-D WATR denoising is performed 
and the effective Raman cross-section ratio of 𝜎! $ 𝜎%$⁄ ≈ 2.066, obtained from the 1-D line measure-
ment is used for the 2-D xH2 calculations. The development of the transient H2 jet of Pinj = 60 bar and 
Pamb = 25 bar is depicted in Fig. 11 with a spatial resolution of ~ 90 μm, capable of resolving some of 
the turbulent structures in the shear layer. At ASOI 0.31 ms, the pair of leading vortices only inferred in 
the 1-D measurements appear clearly in 2-D. The jet rapidly develops into a quasi-steady turbulent jet 
as previously observed in the 1-D Raman measurement in Fig. 8(a).  

Fig. 9. The development of 1-D single-shot relative number density of H2 of Pinj = 60 bar and Pamb = 1 bar at se-
lected ASOIs. The formation process of the stabilized shock structures is indicated by the arrows. 

Fig. 10. The quantitative comparison of 1-D xH2 at z = 2.61 mm of Pinj = 60 bar and Pamb = 25 (black), 12.5 (red), 
and 1 (blue) bar, (a) the single-shots and (b) burst-statistics at ASOI 0.33 ms; (c) the single-shots and                

(d) burst-statistics at ASOI 1.91 ms. 

Fig. 12 extends to 2-D imaging the analysis of mean and standard deviations shown for the 1-D 
profiles in Fig. 10. Average of 30 images at 0.31 ms ASOI in Fig. 12(a), obtained for Pinj = 60 bar shows 
clearly the leading vortices surrounding the central jet indicating good repeatability of the experiment. 
Turbulent mixing and the repeatability of the experiment are responsible for the large standard devia-
tions at the edge of the H2 jet, and a smoother interface in the mean, compared to the single-shot image 
in Fig. 11. Fig. 12(c) and (d) show the average and standard deviation at ASOI of 1.91 ms based on 30 
bursts. Fig. 12(e) and (f) compute the average and the standard deviation, based on 14 acquisitions 
during the steady-state period of the jet within a single injection. The two average pictures are qualita-
tively similar, with minor differences in the width of the jet and centerline mole fraction. Centerline stand-
ard deviations based on repeated measurements at ASOI of 1.91 ms in Fig. 12(d) are significantly larger 
than those based on multiple frames from a single injection (~ 0.05 to 0.1) in Fig. 12(f). The increased 
variability over multiple measurements is attributed to the repeatability of the injections and small fluc-
tuations in the background and flare. Instrument precision contributes to the standard deviation along 
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the centerline in Fig. 12(f). As a comparison measurement in pure H2 over the same time window (ASOI 
0.61 to 1.91 ms) show a standard deviation of 0.04 to 0.06 along r = 0 in a single burst. The regions of 
high standard deviation on the side of the jet, indicative of the turbulent mixing layer, are thin near the 
nozzle and then grow significantly between z = 3 and 4 mm. 

Fig. 11. The time-sequenced single-shot 2-D xH2 of Pinj = 60 bar and Pamb = 25 bar, the time in ASOI of each 
frame is implanted in white. The ROI size of each frame is 3.88 (H)×4.76 (W) mm2. 

Fig. 12. The burst-statistics of 2-D xH2 of Pinj = 60 bar and Pamb = 25 bar, (a) the burst-AVG and (b) burst-STD of 
xH2 at ASOI 0.31 ms, (c) the burst-AVG and (d) burst-STD xH2 at ASOI 1.91 ms, (e) the time-AVG and                  

(f) time-STD xH2 of #15 injection ASOI 0.61 to 1.91 ms. 

To examine the accuracy of the 2-D imaging at 10 kHz, a 1-to-1 assessment at the same ASOI is 
conducted between the 1-D and 2-D burst-statistics of Pinj = 60 bar and Pamb = 25 bar at z = 2.61 mm. 
The relative location of the 1-D probe volume is indicated by the red dashed line in Fig. 12(c), and the 
comparison is demonstrated in Fig. 13. 
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Fig. 13. The comparison of burst-statistics between 1-D (red) and 2-D (black) xH2 of Pinj = 60 bar and Pamb = 25 bar 
at ASOI 1.91 ms and z = 2.61 mm. Consequent variation by ± 2 counts/pixel in the flare of burst-averaged xH2         

of 2-D measurement is shown by the dash-dot line (purple). 

It is found that a maximum deviation of ~ 15% in the burst-averaged results appears near the jet 
centerline, with the 1-D measurement rendering xH2 ~ 0.94 while the 2-D measurement giving xH2 ~ 0.79 
at the same location. The standard deviation at r = 0 is ~ 0.01 for the 1-D measurements and ~ 0.10 for 
the 2-D. The observed difference is due to the low SNR of the 2-D measurements, and the increased 
relative importance of the flare noise. The peak signal in N2 at Pamb = 25 bar is only 30 counts/pixel in 
the current setup, and the flare signal is up to 10 counts/pixel, making the measurements very sensitive 
to small errors in accounting for this contribution. The dash-dot purple lines in Fig. 13 indicate that a ± 2 
counts/pixel change in the flare, varies the burst-average xH2 by about ± 10% in the vicinity of r = 0. The 
effect of the flare diminished significantly for xH2 in the 0.1 to 0.5 range and becomes prominent again 
as xH2 approaches 0. The results explain why a large discrepancy is observed near the centerline, but 
1-D and 2-D results agree better for lower values of xH2.

3 Hydrogen injection simulations 

3.1 Computational setup 
This research utilized CONVERGE, a computational fluid dynamics software, to run simulations 

aimed at solving fluid flow governed by conservation equations of mass, momentum, and energy. To 
tailor the study for engine simulation applications, the Reynolds-averaged Navier-Stokes (RANS) RNG 
k-ε turbulence model [10] was employed. Thermodynamic and transport properties were derived from 
the H2/O2 kinetic mechanism developed by Burke [11].

Simplified geometries were constructed based on the modeled geometry used for model validation. 
These simplified geometries consisted of hollow-cone and solid single- and multi-cone injectors, 
designed for comparison under uniform conditions and to assess the influence of jet geometry on the 
mixing process. The external geometry and jet angle from the HDEV4 injector used for validation were 
retained in the new geometries. The simulation conditions are detailed in Fig. 14, and an example of 
this geometry and the mesh implemented in the CONVERGE code is depicted in Fig. 14.  

The diagram depicts the computational domain's geometry near the injector tip within the cylindrical 
CVC, specifically for the case of the multi-hole injector with six nozzles. The mesh displayed consists of 
a structured base mesh size of 1 mm applied uniformly across the entire domain. To ensure precise 
flow resolution in confined regions like inside the injector nozzles, fixed embedding up to level 6 is 
employed. Furthermore, a level 3 adaptive mesh refinement (AMR) strategy is utilized to automatically 
refine the mesh based on a 0.01% H2 mass fraction within the domain, resulting in a minimum mesh 
size of 15.625 μm. The variable mesh size, determined by local AMR, fixed embedding, and generated 
flow velocity, also regulates the time step, set variably to satisfy the unity CFL condition. In terms of 
boundary conditions, the upstream boundary within the injector is defined as an inflow of total pressure. 
The lateral and bottom walls of the chamber are treated as outflow boundaries with a constant pressure 
equal to ambient pressure. Additionally, all solid walls, including the injector, and the upper surface of 
the chamber adhere to the logarithmic law of the wall. 
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The figure illustrates the geometry of the computational domain near the injector tip within the 
cylindrical CVC, specifically for the case of the multi-hole injector with six nozzles. The mesh shown 
comprises a structured base mesh size of 1 mm that is consistently applied across the entire domain. 
To ensure accurate flow resolution in confined regions, such as inside the injector nozzles, fixed 
embedding up to level 6 is implemented. Furthermore, a level 3 adaptive mesh refinement (AMR) 
strategy is employed to automatically refine the mesh based on a 0.01% H2 mass fraction within the 
domain. This refinement results in a minimum mesh size of 15.625 μm. The variable mesh size, 
determined by the local AMR, fixed embedding, and generated flow velocity, also controls the time step. 
It was set up as a variable to satisfy the unity CFL condition, as shown in Table 1. In terms of boundary 
conditions, the upstream boundary within the injector is defined as an inflow total pressure, as specified 
in Table 1. The lateral and bottom walls of the chamber are treated as outflow boundaries with a constant 
pressure equal to the ambient pressure. Additionally, all solid walls, including the injector, and the upper 
surface of the chamber follow the logarithmic law of the wall.  

Table 1. Simulation conditions [12]. 

Injector type Hollow-cone Solid-cone 
Jet angle 85° 
Needle opening lift 85 μm N/A 

Nozzle diameter N/A 

1.098 mm single 
hole 

0.511 mm four holes 
0.418 mm six holes 
0.323 mm ten holes 

Injection pressure 20 barabs 
Ambient pressure 1 barabs 
Injection and ambient 
temperature 300 K 

Injection profile Step profile 
Injection duration 2 ms 
Injected mass 1.803 mg 
Ambient gas N2 
Simulation duration 3 ms 
CFL number <1.0 

To simplify the model and accommodate the rapid response and quick opening characteristics of 
piezoelectric injectors, the movement of the injector needle was disregarded. This omission eliminated 
transient effects across various injector setups. Consequently, flow control was artificially managed by 
allowing or restricting flow from the internal nozzle region to the chamber, resulting in a square profile 
for the mass flow rate across all configurations. The injector pressure remained constant at 20 bar 
absolute for all cases, with both injected and ambient gas temperatures set at 300 K to induce a shocked 
sonic flow. To ensure uniformity in mass flow rate across all configurations, nozzle diameters were 
adjusted, as detailed in the table. For each solid-cone configuration, the nozzle diameter was determined 
by simulating the initial stages of injection until reaching a steady state. This process enabled the 
determination of the mass flow rate at the specified nozzle diameter, which was then iteratively adjusted 
to match the mass flow rate of the reference hollow-cone geometry. These specific values for needle lift 
and injection pressure were chosen to achieve an H2 injection mass flow rate suitable and realistic for 
light-duty engine applications. 

Fig. 14. Injector tip geometry and mesh [12]. 

Base Mesh

H2 Injector

H2 Jet 
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3.2 Validations against the measured data for the hollow-cone injector 
Fig. 15 shows the snapshots of experiments, that were conducted in KAUST laboratory, and simula-

tions at 0.4 ms with various injection pressures. The injection pressure has a proportional effect on jet 
penetration length and area. Note that the postprocessing of the experiment and simulation images were 
done differently, meaning that the simulation images represent the plane schlieren while the experiment 
images express the Z-type schlieren. A reasonable match between the experiments and simulations 
has been achieved in terms of jet behavior. At 0.4 ms, the jet has already reached the visual domain 
limit for both high injection pressures. The experimental snapshots domain is limited to achieve a higher 
resolution. Fig. 16 shows a good match in jet penetration length of the simulations and KAUST experi-
ments at distinct injection pressures. 

Fig. 15. Qualitative comparison between experimental and numerical results at 0.4 ms and different injection 
pressure [13].  

Fig. 16. Prediction of jet penetration length at various injection pressures [13]. 

3.3 Comparison of hollow- and solid-cone injectors 
Fig. 17 shows the maximum penetration length over time for all injector configurations. It's clear from 

the figure that solid-cone configurations achieve a longer maximum jet penetration compared to the 
hollow-cone case. This discrepancy arises because, in the hollow-cone configuration, H2 disperses 
evenly in all directions during injection, whereas in solid-cone configurations, H2 gas is concentrated 
and directed in a specific orientation. 
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Fig. 17. Maximum penetration length for different inj. configurations [12]. 

In the case of the single solid-cone jet, its penetration nearly doubles that of the other solid-cone 
configurations. This discrepancy arises because the single jet aligns directly along the injector axis, 
whereas the other configurations are angled at 85°, as shown in Table 1. This angular orientation, as 
previously mentioned, was derived from the reference hollow-cone injector and applied consistently 
across all simplified geometries. As for the penetration length in multi-hole injectors, it diminishes with 
an increase in the number of holes. This reduction is attributed to the lower inertia of the compressible 
flow, where the same mass flow at identical pressure is distributed among more holes. Consequently, 
this division leads to a decrease in velocity and an increase in the shear interaction of the smaller jets 
with the surrounding gas in the chamber. 

Fig. 18. Projected jet area for different inj. configurations [12]. 

In Fig. 18, the H2 projected area of the jet is depicted, offering a general insight into mixing dynamics 
and illustrating how the gas diffuses within the chamber. This measure is derived by calculating the 
projected area onto a plane along the line of sight within the isocontour of 0.1% H2 mass fraction. Fig. 
18 reveals that the hollow-cone configuration displays the smallest projected area. This outcome can 
be attributed to the uniform distribution of flow around the injector, resulting in the formation of a compact 
yet robust toroidal recirculation region with high vorticity. Such a phenomenon is engendered by the 
shear forces between gases in the internal part of the cone, which remain relatively stationary near the 
nozzle. Consequently, the transportation and mixing of H2 become challenging within this confined 
space. Further downstream, a larger but weaker vortex and recirculation region develop in the outer 
part, characterized by a lower magnitude of vorticity. This region facilitates the transportation of H2, 
aiding in its mixing with the ambient N2. These flow structures are presented in Fig. 19, with green arrows 
denoting the smaller and stronger vortex, while orange arrows indicate the larger and weaker vortex. 

For solid-cone injectors, the absence of a small yet potent recirculation region near the nozzle is 
notable, replaced instead by the generation of a larger, weaker vortex termed a "vortex ball", as shown 
in Fig. 19 for both single and six solid-cone configurations. This characteristic allows solid-cone 
configurations to expand the jet more effectively compared to the hollow-cone configuration. This trend 
is consistent across all multi-hole configurations as well. Fig. 18 shows a decrease in the projected area 
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as the number of holes increases for solid-cone configurations, attributed to overlapping jets in the line 
of sight, thereby limiting the efficacy of the projected area as a metric for the degree of mixing. 

Fig. 19. Vorticity and flow patterns in a midplane for the hollow-cone, single, and six solid-cone configurations     
at 0.5 ms aSOI [12]. 

The vortices and flow patterns shown in Fig. 19 also shed light on the post-injection increase in 
penetration observed at 2 ms for the hollow-cone configuration, as presented in Fig. 17. Throughout 
injection, a robust vortex strives to confine the injected gas along the injector axis and near the tip. With 
the cessation of injection, this vortex dissipates, allowing the larger vortex's influence to predominate, 
thereby transporting the H2 further from the injector. Notably, the analyzed solid-cone cases exhibit no 
discernible spray collapse due to jet-to-jet interaction, a phenomenon observed with gas generated from 
vaporized liquid jets under specific conditions like flashing boiling. It is expected that with an increase in 
the number of holes, this effect will approximate the behavior of the multi-hole injector toward the hollow-
cone configuration, indicating the presence of a robust vortex near the injector tip. This suggests a 
resemblance between the behavior of the hollow-cone jet and that of a solid-cone jet with an infinite 
number of holes. 

The turbulent kinetic energy in the chamber over time for different injector configurations is illustrated 
in Fig. 20. Typically, turbulent kinetic energy escalates during injection as the jet stirs the bulk mass. 
However, upon injection cessation, viscous effects dissipate the energy, causing its value to decline 
across all cases. As previously discussed, the hollow-cone configuration demonstrates the lowest value, 
confined to a small region near the injector tip. In contrast, all solid-cone configurations exhibit notably 
higher turbulence intensity, nearly double that of the hollow-cone case. With an increase in the number 
of holes, a decrease in turbulence level is observed, as mentioned earlier. This phenomenon arises 
because the less forceful jets from smaller nozzles fail to transfer and dissipate as much turbulent kinetic 
energy to the surrounding gas, resulting in a lower average turbulent kinetic energy in the domain. These 
findings suggest that solid-cone configurations are more adept at inducing turbulent fluctuations. 

Fig. 21 shows the turbulent length scale. Initially, turbulence in the chamber surges as H2 is injected, 
with length scales diminishing, indicating a predominance of energy in small-scale eddies. Following 
this, small eddies dissipate, and larger vortices become prevalent, leading to an increase in the turbulent 
length scale. Upon injection cessation, a slight drop in the turbulent length scale or an inflection point 
occurs as flow inertia transitions to smaller scales before diffusion. Subsequently, the turbulent length 
scale rebounds. Notably, the hollow-cone configuration generates the largest scales, which tend to 
increase owing to the larger vortex until injection cessation. At this point, the jet expands, and turbulence 
structures dissipate into smaller ones due to the jet's recirculation near the injector tip. In the case of the 
single solid-cone configuration, the jet extends further and interacts more with the ambient gas, 
intensifying turbulence at smaller scales. However, as shown in Fig. 19, the jet generates two large 
vortices that boost the turbulent length scale before injection cessation, occurring roughly after 1.3 ms. 
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Fig. 20. Average turbulent kinetic energy in the chamber for different inj. configurations [12]. 

Fig. 21. Average turbulent length scale in the chamber for different inj. configurations [12]. 

Additionally, as shown in Fig. 21, an increase in the number of holes leads to the formation of larger-
scale eddies containing the majority of the energy. The expansion of the vortex ball to larger scales for 
each jet contributes to a subsequent rise in the turbulent length scale. This phenomenon is consistent 
with the observed dissipation of turbulence levels, as shown in Fig. 20. Overall, these findings highlight 
that solid-cone jets introduce more turbulence compared to hollow-cone jets, resulting in smaller, high-
energy eddies that enhance the diffusion and mixing of the fuel.  

Fig. 22 presents the probability density function (PDF) distribution of the equivalence ratio in the jet 
region for the hollow-cone injector at different time steps. Lighter-colored lines represent the early 
moments of injection, while darker lines represent later time steps. The jet region is defined as the 
volume where the mass fraction of H2 exceeds 0.1%. At the onset of injection, the jet is small, with only 
a limited mass of H2 mixed with the ambient. This explains why, in Fig. 22 at 0.01 ms, the PDF exhibits 
a high value extending beyond the graph's limit for equivalence ratios higher than two. Simultaneously, 
the small amount of diffusing and mixing H2 accounts for less than 15% of the injected mass, resulting 
in an equivalence ratio of less than 0.5.  

Fig. 22 shows the progressive mixing of H2 over time, resulting in a relatively constant mass fraction 
below 5% with an equivalence ratio between 0.5 and 2. At time steps of 0.5, 0.75, and 1.0 ms, more H2 
is diffused and mixed, leading to a concentration peak around equivalence ratios between 1 and 1.5. 
Subsequently, H2 continues mixing towards leaner equivalence ratios than stoichiometric. Following the 
end of injection at 2.0 ms, the injected fuel diffuses further, and the PDF peak shifts towards lean 
mixtures between 0.5 and 1. 

The PDF distribution of the equivalence ratio for the solid-cone configurations is presented in Fig. 23. 
It's apparent that for all solid-cone cases, the PDF resembles the hollow-cone case during the initial 
stages of injection, with mass fraction values exceeding the displayed range for equivalence ratios 
higher than 2. This is because the injected fuel has not yet fully mixed, resulting in an equivalence ratio 
lower than 0.5. As time progresses and more H2 is injected, there is a more uniform distribution of the 
equivalence ratio, with a maximum PDF fraction of 10% in all cases. Over time, the PDF quickly rises to 
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higher values, reaching a maximum of 30% at equivalence ratios lower than 0.5 for all cases. Notably, 
for the ten solid-cone configuration, there is a peak similar to a normal distribution, converging to an 
equivalence ratio of 0.15. 

Fig. 22. PDF evolution in time for the hollow-cone injector [12]. 

Fig. 23. PDF evolution for the solid-cone injector configurations [12]. 

Comparing Fig. 22 and Fig. 23 allows for a comprehensive analysis and conclusion based on the jet 
projected area depicted in Fig. 18. In Fig. 18, all solid-cone cases suggest better mixing than the hollow-
cone configuration. When analyzing the PDF considering the entire volume in the three-dimensional 
domain, the maximum PDF value in the lean region and after injection cessation is approximately 0.3 
for all solid-cone configurations, twice the value obtained for the hollow-cone configuration, indicating 
more efficient mixing for solid-cone cases. While Fig. 23 does not distinctly determine the superior solid-
cone configuration, the results in Fig. 18 suggest that the four-hole configuration would achieve better 
mixing as it covers a larger region. 

Once again, this highlights that solid-cone configurations achieve faster and more effective mixing 
compared to the hollow-cone configuration. Therefore, depending on the application, a solid-cone 
injector should be preferred if faster and more homogeneous mixing is required. However, this 
conclusion is limited to the ambient conditions, and further analysis should be conducted in the future 
under actual engine configurations.  

4 Hydrogen engine combustion experiments 

4.1 Metal engine measurements 

4.1.1 Metal engine setup 

A heavy-duty six-cylinder diesel engine from Volvo Trucks underwent modification to operate in a 
single-cylinder configuration. This involved deactivating five cylinders and utilizing a modified intake 
manifold. The specifications of the test engine are detailed in Table 2, with a schematic provided in Fig. 24.

Single solid-
cone

Four solid-
cones

Six solid-
cones

Ten solid-
cones
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The engine head was originally designed to accommodate three DI injectors, as depicted in Fig. 25. 
With injector positions N1, N2, and N3 are located near the intake, at the center, and near the exhaust 
side, respectively. This configuration was modified from CI mode to SI mode by replacing the central 
injector (N2) with a spark plug and substituting the side diesel injector closer to the intake side (N1) with 
a gasoline injector. Furthermore, the intake manifold design was modified to accommodate multiple port 
injectors for port fuel injection. H2 cylinders were connected to the injectors via a mass flow meter to 
precisely measure the H2's flow rate. Additionally, a flashback arrestor was installed in the fuel line 
connected to the PFI injectors to mitigate backfire issues. For engine control and monitoring purposes, 
a National Instrument’s (NI) data acquisition system was dedicated to handling all aspects of engine 
control and monitoring throughout the study.

Fig. 24. Schematic diagram of the experimental setup for the single-cylinder metal engine. 

Fig. 25. Injector positions on the cylinder head. 
Table 2. Engine specification of the single-cylinder metal engine. 

Engine model Volvo D13 
Valve mechanism Single overhead cam 
Number of valves 2-Intake 2-Exhaust
Bore (mm) 131 
Stroke (mm) 158 
Connecting rod length (mm) 255 
Compression ratio 17:1 
Displacement (Single Cylinder) (L) 2.13 

4.1.2 PFI study 

H2 was injected into the intake port using multiple Bosch port fuel injectors. The use of more than one 
injector was necessary due to the engine's higher cubic capacity. A fixed upstream pressure of 11 bar 
was maintained for the port fuel injection. Detailed testing points were outlined in Table 3, encompassing 
two speeds, three loads, and three l points. Load control was achieved by adjusting the injection dura-
tion, with injection pulse width ranging from 10.8 to 16 ms for load variations between 4 to 6 bar gross 
indicated mean effective pressure (IMEPg). This led to the injection duration of nearly 115 CAD at     
1200 rpm and 87 CAD at 900 rpm. Injection timing was standardized for all operations at 330 CAD bTDC to 
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ensure completion before the intake valve closing time of 170 CAD bTDC. Injecting fuel alongside intake 
air contributed to improved mixing and aided the combustion process. 

Table 3. Engine operating conditions. 

Engine Speed [rpm] 900, 1200 
IMEPg [bar] 4.2, 5.2, 6.2 
l [-] 3.7, 4.7,5.7 
EGR [%] 0, 10, 20 
Injection pressure [bar] 11 (PFI) 
Start of Injection [°CA bTDC] 71 (DI) 

Fig. 26. Spark timing sweep limits at different loads, speeds, and l: a) 900 rpm; b) 1200 rpm. 

Fig. 26a and b illustrate the spark timing sweep achieved under various l, load, and speed conditions 
without employing EGR. The spark timing sweep was constrained either by misfire resulting in a higher 
coefficient of variation (COV) of IMEPg (COVIMEP) value exceeding 5% or by the occurrence of knock. 
Observations indicate that as l values increase, spark timing needs to be advanced due to excessive 
dilution rates. At 900 rpm, spark sweeps for all variations exhibited similar windows, except for l = 3.7 
at 6.2 bar, which displayed a notably shorter window. However, at 1200 rpm, this window was reduced 
overall, except for the l = 5.7 at 6.2 bar, which demonstrated a considerably larger spark sweep window. 

4.1.3 DI study 

The DI experiments were conducted using a central spark plug and side injector configuration, with a 
Bosch gasoline direct injector utilized for H2 injection. The upstream H2 pressure was maintained at 
approximately 71 bar, enabling higher loads by injecting more H2 into the engine cylinder. Injection tim-
ing was set at 280 CAD bTDC to compensate for the extended injection duration, which reached up to 
17 ms, significantly exceeding the recommended 5 ms for the injector. All other experimental conditions 
were consistent with those used for the PFI study.  

Fig. 27 illustrates the spark timing window for the direct injection experiments under various load, 
speed, and l conditions. Notably, the spark sweep window for H2 DI experiments was considerably 
smaller compared to port fuel injection experiments. Additionally, there are instances where spark timing 
windows were not recorded, particularly at l = 5.7, 6.2 bar at 900 rpm, and multiple points at 1200 rpm. 
This is attributed to significantly higher occurrences of misfire or knocking at these points, making it 
challenging to record even a single stable point. Stratification of the charge mixture is identified as a 
primary factor affecting combustion stability in these instances. 
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Fig. 27. Spark Timing window for H2 DI experiments at different load, speed, and l conditions. a) 900 rpm,           
b) 1200 rpm 

The spark window is notably narrower for the 0% EGR condition and the lowest efficiency recorded 
at 48.5% with a spark timing of 30 CAD bTDC. However, upon introducing EGR, a substantial increase 
in gross efficiency is observed, accompanied by an expansion of the spark timing window. This en-
hancement is primarily attributed to the EGR flow improving the air-fuel mixture within the combustion 
chamber, thereby enhancing gross efficiency and promoting combustion stability, resulting in a wider 
spark timing window. The gross efficiency peaks at 52% with a spark timing of 30 CAD bTDC under the 
20% EGR condition. 

4.1.4 Emissions 

Despite encountering numerous challenges in establishing H2 engine operation, there are notable 
benefits evident in the emissions outcomes. As a carbon-free fuel, H2 yielded no emissions of CO, CO2, 
or HC in the exhaust. While NOx emissions have historically presented a significant challenge with H2 
engines, the current experimental campaign yielded nearly zero NOx emissions. This outcome could be 
attributed to the exceptionally high dilution rates, which effectively reduced the combustion peak tem-
perature, thereby mitigating NOx emissions. 

4.2 Optical engine measurements 

4.2.1 Optical engine setup 

The same engine that was employed for the measurement of H2 DI was used for the combustion 
measurement. The diesel fuel injector was replaced with a spark plug (NGK 2862 ER10EH) and the 
port-fuel gas injectors were installed in the intake manifold. The schematic of the experimental setup for 
H2 SI combustion is shown in Fig. 28. The engine was operated at 1200 rpm using an AC motor in a 
throttled operation with an intake air pressure of 0.7 bar adjusted using mass flow controllers. A range 
of pressure sensors and thermocouples were installed in the cooling water system, lubricating oil circuit, 
fuel line, intake, and exhaust lines for the constant monitoring of local pressure and temperature. The 
piezoelectric pressure sensor (AVL GH01D) installed in the windows holder, in combination with a 
charge amplifier (AVL FI PIEZO) was used to measure the in-cylinder pressure data using a rotary 
encoder (Linde RSI 503) with a crank angle resolution of 0.2 degrees. The intake air and coolant/oil 
temperature were maintained at 25°C and 30°C respectively. The H2 gas was delivered at -360°CA 
aTDC in the intake stroke using a port-fuel injection system for the duration of 25 ms. Bosch NGI2 
injectors are used to inject the H2 gas. Mass flow controllers set the flow rates for air and H2, to achieve 
the desired l. Safety components such as solenoid valves and flashback arrestors were also installed. 
The experiments were conducted at varying spark timing (ST) on lean excess-air ratios of 3. The engine 
was operated in a 5/20 skip firing mode, i.e., five fired cycles followed by twenty motored cycles. A 
LabVIEW FPGA-based real-time embedded control system (NI 9038 CompactRIO) was used to drive 
the engine and collect data. A Photron SA-X2 fast camera equipped with a Nikon 50 mm, f/1.2 lens 
captured the line-of-sight integrated high-speed natural combustion luminosity from the bottom view of 
the combustion chamber. The frame rate and exposure time of the camera were set to 36,000 frames 
per second and 5 μs, respectively.  
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Fig. 28. Schematic of the optical engine and line-of-sight integrated high-speed natural combustion luminosity 
bottom view imaging system for H2 combustion [14]. 

4.2.2 Measurements 

Fig. 29 shows (a) In-cylinder pressure and rate of heat release (ROHR), (b) Combustion parameters 
and (c) Gross indicated mean effective pressure (IMEPg) and COVIMEP of pure H2 combustion at the air-
excess ratio of 3. The raw in-cylinder pressure traces obtained using a piezoelectric transducer were 
further post-processed using standard techniques such as pegging, TDC offset correction, averaging, 
and filtering to obtain the cycle-averaged in-cylinder pressure trace. The ROHR was calculated based 
on the first law of thermodynamics while the quadratic assumption of in-cylinder temperature was con-
sidered for the estimation of specific heat ratio. The peak cylinder pressure and RoHR increase with the 
advance in spark timing. The COV of IMEPg is a marker of cycle-to-cycle variations and is useful to 
indicate engine combustion stability.  In this work, a COV of the IMEPg less than 5%, is considered 
stable combustion.  

Fig. 29. (a) In-cylinder pressure and RoHR, (b) Combustion parameters, and (c) IMEPg and coefficient of      
variation (COV) of IMEPg of pure H2 combustion at l = 3 [14]. 

Results show that the IMEPg increases with the advance in spark timings. For example, at l = 3 for 
ST of -20°CA aTDC, the mean IMEPg was 2.15 bar. With the advance in spark timing to -30°CA aTDC, 
the IMEPg was slightly increased to 2.32 bar. The COV of IMEPg shows a minimum at ST of -25°CA 
aTDC for l = 3, with the corresponding values as 3.87. CA10, CA50, and CA90 were defined as the 
crank angle corresponding to 10%, 50%, and 90% of the cumulative heat release, respectively. The 
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combustion duration was defined as the difference between CA10 and CA90. Results show that the 
CA10 and combustion phasing (CA50) decrease as the spark timing advances. The minimum combus-tion 
duration (CA10-90) was observed at ST of -25°CA aTDC for l  = 3, suggesting a faster combustion process. 
Results show that the minimum combustion duration case correlates well with the minimum COV of the 
IMEPg case, thereby indicating the optimal configuration of spark timing for l = 3 of pure H2 combustion. 

Fig. 30. High-speed natural combustion luminosity images of pure H2 combustion at l = 3 [14]. 

Fig. 30 shows the high-speed natural combustion luminosity images of pure H2 combustion at l = 3. 
The red circle in these images represents the piston bowl-wall boundary. Optical diagnostics help to 
understand the overall flame development process by providing the spatial and temporal evolution of 
flames. At l = 3 for ST of -20°CA aTDC, initial flame kernels were formed between -15 and -10°CA 
aTDC. With the advance in spark timing, the location of initial flame kernels also moves forward i.e., for 
ST of -30°CA aTDC, initial flame kernels were formed between -25 and -20°CA aTDC. This shows that 
the initial flame kernel appears to advance at a similar pace with an advance in spark timing. After the 
initial flame kernel formation, the flame develops radially towards the piston bowl wall as it propagates. 
The flame size is increasing rapidly with an advance in spark timing as seen in Figure 3. This suggests 
that the advance in spark timing enhances the combustion process along with improved thermal effi-
ciency as can be seen from IMEPg results (Fig. 29).  

In summary, thermodynamic analysis and optical diagnostics were carried out to study the behavior 
of pure H2 combustion in a heavy-duty single-cylinder optical diesel engine converted to run in a spark-
ignition operation. The results showed that the flame propagation was dominant and no knocking or 
abnormal combustion behavior was observed during the entire combustion process for the tested lean 
burn condition of pure H2 combustion. H2 has unique combustion characteristics that lead to a different 
combustion behavior compared to hydrocarbons, especially under lean conditions. The optical H2 en-
gine data including in-cylinder pressure traces and combustion luminosity images serves as a crucial 
tool for calibrating and validating the combustion models including reaction kinetics, turbulence, and 
heat transfer contributing to the efficient design of H2-powered internal combustion engines.  

5 Hydrogen engine combustion simulations 

5.1 Computational setup 
A similar computational setup to the previous H2 injection modeling study was employed for H2 engine 

combustion modeling. Two different combustion solvers were tested and evaluated, including the de-
tailed combustion solver SAGE [15] and the G-equation model [16]. Four distinct chemical kinetic mech-
anisms were examined using SAGE. Additional details of them are listed in Table 4. Note that the SAGE 
multi-zone well-stirred reactor model used an energy source to capture ignition, depositing 0.06 J of 
energy and achieving a maximum temperature of 50000 K within a spherical region with a radius of 0.5 
mm for a duration of 0.5 CAD. These energy parameters were carefully selected to elevate the mixture 
temperature at the spark location to its adiabatic flame temperature, thus ensuring effective combustion. 
On the other hand, for the G-equation model, ignition is accomplished using passive source modeling 
with a G=0 surface initialized at the spark location. Details about the computational domain and mesh 
resolution are available in Table 5 and Fig. 31.  

Table 4. The chemical mechanism used in the simulations. 

Mechanism Number of species Number of reactions 
Burke [11] 9 23 
C3 [17] 12 37 
Creck [18] 21 62 
Aramco [19] 39 34 
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Table 5. Grid details. 

Mesh refinement technique Value 
Base grid 4 mm 
AMR (velocity and temperature) Level 3 (min. grid of 0.5 mm) 
Fixed embedding (intake and exhaust 
valves, piston, liner, and cylinder head) Level 3 

Fixed embedding (spark plug) Level 5 (min. grid of 0.125 mm) 

Fig. 31. Computational domain and mesh details [20]. 

5.2 Comparison of four H2 mechanisms using the SAGE combustion model 

Fig. 32. Comparison of experimental pressure trace and prediction using different chemical mechanisms at   
different λ and ST [20]. 
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The impact of employing different chemical mechanisms on the pressure trace during combustion is 
illustrated in Fig. 32. At λ = 2.5, all mechanisms demonstrate reasonable agreement with the experi-
mental pressure trace, falling within the range indicated by the grey area. A closer examination reveals 
that Burke, C3, and Aramco mechanisms exhibit similar behavior during the combustion phase. Con-
versely, the Creck mechanism tends to produce a slightly higher pressure trace compared to the others, 
although it remains within the measured pressure trace range. Additionally, at λ = 3, it is observed that 
C3 yields the highest pressure trace, yet remains well within the experimental range. Overall, all mech-
anisms perform satisfactorily under these conditions, suggesting any mechanism could effectively pre-
dict the experimental data. Consequently, the Burke mechanism was selected due to its comparatively 
lower number of species and reactions, thereby expediting the simulations. Fig. 33 compares the meas-
ured and predicted flame development using the Burke mechanism. An overall good agreement be-
tween the predicted flame surface and isosurface of temperature at 1800 K is observed. 

Fig. 33. Comparison between the experimental high-speed natural combustion luminosity images and prediction 
using temperature iso-surface of 1800 K for (a) λ = 2.5 and (b) λ = 3 [20].  

5.3 Evaluation of the b1 constant value with the G-equation combustion model 
In the G-equation combustion model, the turbulent flame velocity is calculated by 
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In Equation 2, the b1 constant signifies the large-scale turbulence constant, which plays a crucial role in 
influencing the rate of turbulent flame propagation. Increasing the value of the b1 constant artificially 
boosts the turbulent flame speed, a necessary adjustment to accurately capture the intricate dynamics 
of combustion. This adjustment becomes particularly relevant in cases where the model initially under-
estimates the flame speed due to the assumption of the unity of the Lewis number.  

It's important to recognize that the b1 constant is just one parameter within the broader turbulence 
model framework. Turbulence levels are primarily determined by various other parameters and factors 
such as λ. Thus, while augmenting the b1 constant can impact turbulent flame speed, it does not directly 
alter turbulence levels. To address the heightened flame speed induced by thermo-diffusive instabilities, 
it's recommended to increase the b1 constant, as depicted in Fig. 34, where a value of 2.5 proves suit-
able under these conditions. Furthermore, it's evident from the figure that using a value of 2.5 aligns 
well with both the SAGE and G-equation models. For additional validations, Fig. 35 explores different 
values of λ to assess the applicability of the b1 value across varied λ, yielding consistent results akin to 
λ = 2.5. Note that the impact of increasing the b1 constant diminishes as the mixture leans towards a 
lower fuel-to-air ratio. This is attributed to the decreasing laminar flame speed term mentioned in Equa-
tion 2. Fig. 36 offers a comparison between experimental natural combustion luminosity images and 
predictions obtained with SAGE and G-equation models. It shows that by adjusting the b1 constant, a 
commendable agreement between SAGE and G-equation combustion models was achieved.  
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Fig. 34. Effect of changing the value of the constant b1 on the predicted pressure trace using SAGE and G         
at λ = 2.5. The flame front (G = 0) iso-surface at -10°CA aTDC [20] is also included for comparison.  

Fig. 35. Comparison between the experimental pressure and the simulation using SAGE and the G-equation   at 
λ = 3 and ST = -20°CA aTDC [20].  

Fig. 36. Comparison between the experimental natural combustion luminosity images and prediction using SAGE 
(in yellow) and G-equation (in white) for (a) λ = 2.5 and (b) λ = 3 [20].  
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6 Concluding remarks 
In the ongoing FUELCOM4 project, the H2 injection and engine combustion characteristics are being 

investigated using experimental and computational methods. Experiments are performed on constant 
volume chamber and single-cylinder metal/optical engines. Sophisticated optical diagnostics such as 
Schlieren and Raman are utilized to visualize the transient mixing field of H2 jet. The measured results 
demonstrate the high sensitivity of the mixing quality of H2 to the boundary conditions and in-cylinder 
transient flow motion. These measured data supported the validation of CFD simulations, which inter-
actively helped optimize the injection strategy and hence improve the engine performance.  

The major findings through the project thus far are summarized as follows: 
(1) Increasing the injection-ambient pressure ratio results in greater jet penetration. However, there

is a limitation to further increasing jet penetration by raising the injection pressure when the ambient 
pressure is fixed. Considering the relatively lower peak mass flow rate for the hollow-cone HDEV-4 
injector, which is restricted by its unique internal geometry, it would be challenging to implement it for 
heavy-duty applications. For such cases, a larger mass flow rate injector would be more suitable. 

(2) The pressure ratio, defined as the ratio of the nozzle inlet pressure to the ambient pressure (Pi/Pb),
shows a linear dependence on the ratio of the injection to ambient pressure (Pinj/Pb).  For the injector 
under study, a significant level of pressure loss was observed from the upstream supply injection pres-
sure to the nozzle inlet.  

(3) By combining a powerful 50 kHz pulse-burst laser with highly sensitive, low-noise EMCCD cam-
eras operating in subframe burst gating, the instrument provides spatially and temporally resolved meas-
urements with better than 0.01 precision in mole fraction. In addition, semi-quantitative measurements 
of the relative number density of H2 reveal the temporal evolution of the shock structures, never observed 
before with Raman scattering. The technique can be expanded to get other scalar quantities, such as 
pressure and temperature in this shock region.  

(4) At the same mass flow rate, solid-cone configurations in general exhibit longer penetration lengths
compared to the hollow-cone case. However, the penetration length decreases as the number of holes 
increases due to the introduction of an angle, which results in reduced velocity for each jet. Compara-
tively, the solid-cone configurations significantly outperform the hollow-cone configuration in efficiently 
mixing hydrogen with the nitrogen atmosphere within a shorter timeframe. This suggests that a multi-
hole cap may be preferred for hollow-cone injectors to improve mixture uniformity.  

(5) To adjust the engine load, spark timing needs to be advanced as λ increases due to excessive
dilution rates. The spark sweep window for H2 DI experiments is considerably smaller compared to PFI 
experiments, primarily due to the increasingly cyclic uncertainties in mixing and combustion processes. 
Due to the high CR of the current Volvo engine configuration, relatively high engine thermal efficiency 
was attained, albeit at the expense of a higher knocking tendency, significantly restricting the engine 
operating range. As a result, a modified piston design yielding a smaller CR is required to promote 
engine stability and reliability. 

(6) For the combustion closure model in CFD application, the multi-zone well-stirred reactor SAGE
model effectively predicts the performance of H2 SI engines, yielding good agreement in pressure pat-
terns and combustion luminosity images. The flamelet-type G-equation combustion model using the 
standard flame speed correlations exhibits errors, mainly attributed to the significant thermo-diffusive 
instability inherent in H2 combustion at lean-burn conditions. Further investigation is needed to capture 
the lean turbulent hydrogen flame propagation characteristics.  

In closing, there are additional challenges to be addressed in the next stage of this project. For ex-
ample, to overcome the drawbacks of the injector and piston shape issues, a larger mass flow rate 
injector and a new piston shape with a smaller CR will be implemented, which are anticipated to enhance 
engine performance over a wider range of engine loads. Furthermore, given that the tumble and swirl 
motions for this Volvo prototype diesel engine are not strong enough, further optimization of the injector 
configuration and injection strategy etc. is needed, where high-fidelity CFD will play an important role in 
designing the optimal configuration. In the meantime, qualitative measurements of in-cylinder mixture 
distribution and combustion evolution on the optical engine will be conducted, providing valuable vali-
dation datasets for refinement and validation of various submodels in CFD simulations.  
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Abstract 

As global warming intensifies, hydrogen is increasingly recognized as a viable alternative to 
traditional fossil fuels due to its potential for clean combustion. However, the application of 
hydrogen in internal combustion engines is hindered by challenges such as elevated NOx emis-
sions, which are influenced by hydrogen's unique combustion properties. A crucial aspect of 
mitigating these emissions is understanding the local equivalence ratio of hydrogen, which sig-
nificantly impacts combustion efficiency and pollutant formation. This study focuses on exam-
ining the distribution of hydrogen and the effects of single and double injections using the Pla-
nar Laser-induced Fluorescence (PLIF) technique, traditionally applied to fossil fuels. Given 
hydrogen's high diffusivity, acetone was used as a doping agent to enhance measurement accu-
racy. The experimental setup involved a 266 nm Nd-YAG pulse laser to excite the acetone, 
with the fluorescence captured by a high-speed color camera. Additionally, Schlieren imaging 
was utilized to validate the PLIF measurements and to check for any slipping between the ace-
tone and hydrogen, which is critical for measurement precision. The findings were promising, 
showing a strong correlation between the PLIF and Schlieren images, confirming that the 
adapted PLIF method effectively captures the hydrogen jet distribution with minimal interfer-
ence from the gas's high diffusivity. These results suggest that PLIF, when used with acetone, 
can reliably measure hydrogen distribution and potentially assess the local equivalence ratio in 
jet formations. Despite these encouraging outcomes, further research is necessary to fully vali-
date this method, especially in actual engine settings. This study contributes to the ongoing 
efforts to optimize hydrogen as a clean fuel alternative for internal combustion engines, an es-
sential advancement in reducing greenhouse gas emissions and addressing the challenges of 
climate change. 
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1. Introduction

Recent research on internal combustion engines (ICEs) is increasingly exploring the use of al-
ternative fuels such as hydrogen, methanol, and ammonia, driven by the urgent global impera-
tive to address climate change. As the severity of climate impacts has escalated over recent 
decades, there has been a worldwide push among governments to achieve net-zero emissions 
by 2050 [1][2]. This goal is critical to mitigate the emissions of greenhouse gases (GHGs), 
which are the primary drivers of global climate change. Traditional fossil fuels, such as gasoline 
and diesel, are major contributors to GHG emissions, releasing significant amounts of carbon 
dioxide (CO2) and carbon monoxide (CO), along with other harmful pollutants like nitrogen 
oxides (NOx) and particulate matter (PM).  

Despite concerted international efforts, GHG emissions continue to rise. For instance, the 
transport sector alone emitted 7.98 Gt of CO2 in 2022, accounting for about twenty percent of 
the global total of 36.8 Gt CO2, with the road subsector emitting 5.87 Gt CO2 [3][4]. While 
electrification is a burgeoning trend within the transport sector, certain high-energy-demand 
sectors such as long/medium-haul trucking, aviation, and shipping continue to rely on ICEs due 
to their higher energy density compared to electric batteries. Given that batteries currently offer 
about 50 times lower energy density [5], these sectors are projected to depend on ICEs into the 
foreseeable future. The transition from fossil fuels to alternative fuels is thus essential for re-
ducing GHG and toxic emissions in a cost-effective manner.  

Notably, hydrogen emerges as a leading alternative fuel, offering the advantage of zero 
greenhouse gas emissions during combustion since it contains no carbon. However, hydrogen's 
adoption is not without challenges. It tends to produce higher levels of NOx due to its high 
combustion temperature. Addressing this issue involves strategies such as high dilution with 
excess air or integrating after-treatment systems in the engine exhaust [6][7][8]. Utilizing ex-
isting technologies like the fuel injector to limit NOx production could be more cost-effective.  

Visualizing the formation of the hydrogen mixture during combustion is a critical first step 
in managing local NOx levels, as understanding the fuel distribution is key. Moreover, many 
researchers and developers focusing on hydrogen engines are prioritizing direct injection due 
to issues like backfiring and low volumetric efficiency associated with port injection [9]. Direct 
injection supports a lean stratified charge combustion strategy, beneficial for several reasons 
[10]. Despite hydrogen’s small quenching distance leading to higher heat transfer losses 
through the engine walls, this approach helps mitigate such losses and reduce pumping losses 
by allowing the engine to operate with a wide-open throttle, even under low to medium load 
conditions.  

According to Lee [10], the timing of the mixture formation—from the start of injection to 
the start of ignition—significantly influences combustion behavior, affecting heat release, 
flame speed, and rise time. The changes in the local equivalence ratio, influenced by the dura-
tion of the mixture formation, are crucial in driving these variations in combustion behavior. 
Additionally, the hydrogen stratified charge approach can encounter difficulties in reaching the 
spark plug at the start of ignition due to the significant contraction of the fuel jet under high 
ambient pressure conditions when using the hollow cone injector [10].   

The lean stratified charge combustion strategy significantly enhances the efficiency and 
effectiveness of ignition by injecting fuel during the compression stroke, which optimizes the 
distribution and timing of fuel for ignition [10]. This method is particularly useful when high 
ambient pressures inside the engine cylinder are present, conditions under which traditional 
single-injection strategies often lead to misfiring [10]. To further address the limitations inher-
ent in stratified charge systems, a double injection strategy has been suggested. This approach 
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not only reduces jet penetration but also increases jet width, thereby improving the likelihood 
that a flammable mixture adequately reaches the spark plug [10].  

Despite these technical advancements, ignition failures may still occur if the flammable 
mixture does not adequately accumulate at the spark plug. This persistent challenge is exacer-
bated by limitations in current measurement technologies, such as Schlieren imaging. While 
Schlieren technology is instrumental for visualizing density variations within transparent media 
and is routinely used to evaluate the fuel-air mixing distribution, its line-of-sight measurement 
approach can inadvertently provide misleading information about the actual spray distribution. 
Schlieren imaging's primary drawback is its dependence on line-of-sight data, which only cap-
tures a two-dimensional projection of complex three-dimensional flow fields. This limitation 
becomes particularly acute when trying to understand fuel distribution near the spark plug—a 
crucial zone for ignition.  

Given the narrow spatial volume of the spark plug's ignition location, accurately capturing 
this area becomes challenging with Schlieren technology due to the broad width of the spray 
formation it typically visualizes. This spatial mismatch can lead to significant inaccuracies in 
determining whether a sufficient flammable mixture has reached the ignition site, potentially 
leading to ignition failure despite apparently optimal conditions. Therefore, while recent inno-
vations in injection strategies have significantly improved the delivery and distribution of fuel, 
the effectiveness of these advancements remains constrained by the capabilities of existing vis-
ualization tools. This underscores a pressing need for more advanced measurement techniques 
capable of providing detailed three-dimensional spatial information. Such advancements would 
not only address the current limitations of line-of-sight measurements but also ensure more 
reliable ignition by accurately assessing the presence and distribution of flammable mixtures at 
the critical point of ignition. 

This paper, therefore, seeks to observe and analyze the impact of the double injection strat-
egy using the planar laser-induced fluorescence (PLIF) technique with acetone, and to evaluate 
the feasibility of this methodology for high-diffusivity gases by comparing the cross-sectional 
views of nitrogen, helium, and hydrogen. 
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2. Methodology

2.1 Experiment Apparatus and Optical Setup 

The experimental apparatus centers on a 1.4-liter constant volume chamber (CVC) designed 
with a hexahedral shape, as illustrated in Fig. 1. This chamber is outfitted with a precision valve 
control system that enables pressurization to predefined levels of 5, 10, and 15 bar. An electrical 
heating system ensures the chamber temperature remains steady at 323 K to provide a consistent 
experimental environment. Additionally, the chamber features quartz windows on several sides, 
which are essential for employing sophisticated imaging techniques such as Planar Laser-In-
duced Fluorescence (PLIF) and z-type Schlieren imaging. These techniques are integral for 
detailed observation of the fuel’s structural dynamics within the chamber. 

In the setup for acetone PLIF, light from a frequency-quadrupled Nd:YAG laser, emitting 
at 266 nm, is shaped into a two-dimensional thin laser sheet at the center of the chamber. This 
is accomplished using a convex lens with a 1.0 m focal length and a cylindrical lens with a -25 
mm focal length. These lenses work in tandem to vertically bisect the chamber. A UV beam 
splitter, strategically placed within the z-shaped Schlieren configuration, facilitates the simul-
taneous capture of both PLIF and Schlieren images on the same plane. This setup allows for a 
direct comparison between the two imaging methods, thereby enhancing the analysis of the 
combustion process. For capturing PLIF images, the configuration includes a UV camera lens 
coupled with an intensifier and a high-speed color camera. This arrangement is specifically 
tuned to detect wavelengths between 325 and 500 nm [13], using a bandwidth filter to sharpen 
the imaging output. Simultaneously, the Schlieren setup utilizes two concave mirrors and a 
tungsten-halogen lamp, along with a high-speed gray-scale camera. Both high-speed cameras 
were set at 17000 fps as frame speed and 58 µs as exposure time. 

The injection system in the experimental setup incorporated a conventional hollow-cone-
shaped gasoline direct injection (GDI) injector. This injector was strategically mounted atop 
the chamber using a bespoke head adapter designed to secure and align it precisely. The choice 

Figure 1: Combustion chamber, PLIF and Schlieren optical setup. 
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of a hollow-cone-shaped injector was deliberate, aimed at optimizing the volumetric flow rate 
of gaseous fuel, which is crucial for achieving desired combustion characteristics under con-
trolled experimental conditions. In contrast to this setup, multi-hole injectors, which are pre-
dominantly used for liquid fuels, prioritize the enhancement of fuel atomization. They achieve 
this by increasing the velocity at which the fuel is injected and by designing smaller holes in 
the injector tips. These modifications help to create a finer mist of fuel, which can improve the 
mixing of fuel and air and thereby enhance combustion efficiency.  

Given the inherent challenges associated with ensuring a tight seal when using hydrogen—a 
gas that is notably difficult to contain due to its low molecular size—the Schlieren imaging 
system was integral to the setup. This system was continuously employed to monitor the GDI 
injector for any potential leaks. The Schlieren system is particularly well-suited for this task as 
it is highly sensitive to variations in gas density, which enables it to detect and visualize even 
minute leaks of hydrogen gas from the injection system. This continuous monitoring is essential 
for maintaining the integrity of the experimental conditions and ensuring the safety and accu-
racy of the combustion experiments. 

2.2 Acetone Seeding System 

The diagram presents a high-pressure fuel-acetone seeding system, primarily used for re-
search, designed to produce a mixture of fuel (hydrogen, helium, or nitrogen) and acetone vapor 
under controlled conditions. The system's core component, an acetone delivery tank, contains 
liquid acetone and is submerged in a water bath held at 288 K (15°C) to ensure stable vapori-
zation rates by maintaining constant temperature despite environmental fluctuations. Hydrogen, 
helium, or nitrogen, pressurized to 120 bar, bubbles through this acetone, becoming saturated 
with vapor before exiting the tank at a controlled 100 bar. This setup includes a primary com-
ponent known as the bubbler, where the vaporization occurs and a bypass route equipped with 
a check valve to prevent acetone backflow during system pressurization or depressurization, 
enhancing safety and ensuring consistent vapor delivery.    

Temperature is monitored by two thermocouples: one tracking the liquid acetone's tempera-
ture and the other the temperature of the exiting gas stream, crucial for maintaining optimal 
conditions for vapor production. The system also incorporates valves and pressure control 
mechanisms to maintain these pressures, optimizing gas flow and vapor pickup. Safety features 
such as pressure relief valves and monitoring systems, although not depicted in the diagram, 
are included to ensure safe operational parameters. This setup's simplicity and reliability mini-
mize mechanical complexity and potential failure points, making it a robust and dependable 

Figure 2: Diagram of the acetone seeding chamber integrated with the fuel delivery line. 
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choice for generating consistent, controlled acetone vapor streams in experimental setups. The 
continuous, stable output of acetone-enriched gas is vital for experiments requiring high preci-
sion and repeatability. 

2.3 Test Conditions 

Test conditions were standardized to ensure optimal consistency in the test results, as detailed 
in Table 1. Critical parameters such as injection duration, ambient temperature, fuel temperature, 
injection pressure, and ambient pressure were consistently maintained across all experiments. 
These included an injection duration of 1000 ms, an ambient temperature of 323 K, a fuel tem-
perature of 288 K, an injection pressure of 10 MPa, and an ambient pressure of 15 MPa. Addi-
tionally, to investigate the impact of the split ratio on the distribution and behavior of the fuel 
jet, the ratio between the first and second injections in the double injection setup was varied. 
Three configurations were tested: 3:7, 5:5, and 7:3. 

The dwell time, which is the interval between the first and second injections, was varied 
across three different durations—200, 600, and 1000 ms—to further explore its influence on 
hydrogen distribution. In the single injection setup, fuel was injected continuously for 1000 ms 
without division. Laser firing times were strategically scheduled at -200, 0, 200, and 400 ms 
relative to the end of the second injection. This timing was selected to capture the dynamics of 
hydrogen distribution both before and after the second injection, providing insights into the 
temporal evolution of the fuel's dispersal. The specific moments of these laser firings are de-
tailed in Fig. 3 6, clearly showing the timing of observations relative to the injection events. 

Table 1. Test conditions 

Figure 3: Detailed Diagram of Injection Sequence and Laser Firing Timing. 
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3. Results and Discussion

3.1 Successful Ignition (Fig 4) and Misfire (Fig 5) Scenarios for a Single Hydrogen Jet

The sequence of images provided in Fig. 4 offers a compelling visual documentation of the 
ignition phases within a high-pressure environment (15 bar), specifically involving a flammable 
hydrogen mixture. These images are integral to understanding the temporal dynamics of hydro-
gen ignition, with each frame pinpointing specific moments following the start of injection 
(aSOI) during the single jet injection. This detailed temporal breakdown captures the evolution 
from non-reactive conditions to active combustion, highlighting critical factors such as timing 
and mixture positioning relative to the spark plug. 

The first frame, recorded just 0.2 ms after injection, illustrates a non-reactive state within 
the combustion chamber where the hydrogen mixture has not yet reached the spark plug. This 
moment is crucial as it represents the prepared but inactive state of the mixture, setting the stage 
for ignition. Subsequent frames captured at 0.83, 0.88, and 0.94 ms show the development of 
the ignition arc stretching towards the hydrogen spray. This elongation of the arc indicates that 
the initial spatial alignment of the flammable mixture and the spark plug was suboptimal, ne-
cessitating the extension of the spark to effectively reach the hydrogen. The dynamic extension 
of the arc highlights the adaptive response of the ignition process to spatial discrepancies in 
mixture placement. By 0.99 ms, the arc discharge successfully contacts the hydrogen, initiating 
combustion. The frame at 1.65 ms confirms the onset of stable combustion, characterized by a 
notable change in the visual properties of the mixture—signifying that the combustion has be-
come self-sustaining and is propagating through the fuel mixture.  

The detailed analysis of these frames underscores the critical role of precise timing and 
accurate mixture positioning for effective ignition, especially in a high-pressure condition. This 
observation is particularly relevant for hydrogen and similar high-diffusivity fuels, which pre-
sent unique challenges in combustion management. The ability of the spark to adapt and extend 
toward the hydrogen spray is indicative of the dynamic processes involved in achieving effi-
cient combustion under such conditions. The insights gained from this visual sequence are vital 
for the optimization of ignition systems, aiming to enhance fuel efficiency and reduce emissions. 
Understanding the interplay between spark reach and mixture distribution enables the refine-
ment of engine designs to accommodate the fast diffusivity and specific ignition requirements 
of hydrogen-based fuels.  

Figure 5 presents a sequence of Schlieren images documenting the misfiring behavior of a 
hydrogen mixture in a combustion setup. These images are designed to visualize the failure of 
the spark to ignite the flammable mixture at the planned moment. Misfiring can occur due to 
various factors. One common issue is the timing of the spark; if it occurs when the hydrogen 
concentration is outside the flammable limits near the spark plug, effective ignition is compro-
mised. Additionally, the mixture may be unevenly distributed or insufficiently concentrated 
around the spark plug. Other potential issues could include a weak spark or a spark plug posi-
tioned such that it does not effectively intersect with the path of the flammable mixture. 

Figure 4: Successful ignition demonstrated by optimal location and timing of ignition [10][11]. 
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3.2 Double Injection Jets 

Figure 6 presents a series of high-resolution images captured using both Schlieren and PLIF 
techniques, depicting the behavior of a gas jet from an injector tip to the vicinity of a spark plug 
in a chamber experiment. The first image on the left shows a raw Schlieren capture, which 
highlights density variations in the gas flow as white areas against a grey background, indicating 
the intricate flow dynamics near the injector tip. The center image, captured using PLIF, illu-
minates the hydrogen distribution in green hues, facilitated by the fluorescence of the gas under 
laser stimulation, pinpointing the concentration and movement of hydrogen around the spark 
plug. The rightmost image combines these two techniques into a post-processed overlap, where 
the Schlieren data provides a grey-scale background and the PLIF data overlays it in a color-
coded format, with red indicating denser hydrogen concentrations and green showing lesser 
concentrations. This composite view allows for an integrated analysis of both flow dynamics 
and chemical composition at a critical moment in the combustion process, offering valuable 
insights into the interaction between the gas jet and the spark necessary for ignition. 

Figure 7 displays a plot comparing the measured areas of a single injection hydrogen jet 
using two different imaging techniques. The data points, represented by red circles for Schlieren 
areas and black squares for PLIF areas, indicate the extent of the hydrogen jet captured by each 
method at various experimental conditions. The plot demonstrates that the areas measured by 
PLIF are consistently smaller compared to those measured by Schlieren, suggesting that while 
Schlieren imaging captures a broader range of density variations in the gas flow, PLIF provides 
a more concentrated view, focusing on the regions with significant hydrogen concentrations. 
This difference is significant for understanding the distribution and concentration of hydrogen 

Figure 5. Misfiring example of hydrogen mixture when the flammable mixture was formed at the spark-
plug and spark-plug ignited according to the Schlieren images. (Tspark=spark-plug ignition  

timing, TaSOI=time after start of injection, Pamb=ambient pressure) 

Figure 6: Raw Schlieren Image (left), PLIF Image (center), and Post-Processed Overlapped Image 

(right). Overlap images are not from the left and center images. Fix this problem. 
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in experimental setups, highlighting the complementary nature of these imaging techniques in 
capturing detailed dynamics of the hydrogen jet during injection processes. 

Further observations of hydrogen jet structures have elucidated the emergence of a toroidal 
vortex ring similarly observed in Lee [10] as seen in Figure 8. This ring-shaped vortex forms 
due to the pressure differentials at the edges of the hollow-cone-shaped jet and is typically 
observed ascending post-injection. Despite hydrogen's high diffusion rate, the structure tends 
to collapse and contract more significantly under elevated atmospheric pressure conditions. 
This phenomenon is likely due to the hydrogen's relatively low structural rigidity, which makes 
it more susceptible to external pressure influences. 

Figure 8 also illustrates the time-resolved evolution of an acetone-seeded hydrogen jet 
ejected from a hollow cone injector. This sequence of images, recorded at incremental times 
from 200 to 900 ms post-injection, provides a detailed view of the dynamic formation and ex-
pansion of a toroidal vortex within the jet. The images show the transformation of the hydrogen 
jet, which is initially tight and focused, into a broader, ring-shaped structure as it propagates 
through the ambient environment. The distinct green fluorescence of the acetone allows for 
clear visualization of the jet’s morphology and the vortex dynamics. This evolution is captured 
under specific experimental conditions with an ambient pressure of 1.5 MPa and an injection 

Figure 7: Measurement of the area of a single hydrogen jet injection using Schlieren and PLIF. 

Figure 8: Sequence of single jet acetone-PLIF images under conditions of an ambient pressure of 1.5 
MPa, injection pressure of 10 MPa, and injection duration of 1000 µs. Note: The images represent multi-

ple events, not a single continuous jet. 
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pressure of 10 MPa. The detailed progression reveals insights into the fluid mechanics of gas 
injection and mixing, highlighting the effects of injector design and pressure differential on the 
spatial distribution and behavior of the jet. This visual documentation is crucial for understand-
ing the complexities of hydrogen dispersion and mixing in combustion applications. 

Figure 9 (left) illustrates the area covered by hydrogen as a function of laser timing relative 
to the end of injection (aEOI), across various split ratios in double injection and a single injec-
tion scenario. The single injection (black line) serves as a baseline, showing a steady increase 
in hydrogen spread from -200 µs to 400 µs aEOI. In contrast, the double injection with a 3:7 
split ratio (green line) starts with the lowest coverage but experiences a significant expansion 
as the cycle progresses, likely due to a greater volume being injected later, enhancing late-stage 
mixing. The 5:5 split ratio (red line) demonstrates a balanced expansion, starting moderately 
and finishing with the highest coverage by 400 µs, suggesting that an even split optimizes hy-
drogen dispersion throughout the cycle. Meanwhile, the 7:3 split ratio (blue line) starts strong 
due to a larger initial injection volume, with a sharp increase up to 200 µs, after which it plateaus, 
indicating early cycle saturation. The trends suggest that a balanced 5:5 ratio might provide the 
most effective hydrogen coverage, enhancing combustion efficiency, while the skewed ratios 
(3:7 and 7:3) could be optimized for specific engine dynamics to target early or late injection 
benefits. 

Figure 9 (right) demonstrates how the area affected by a changes in the dwell time between 
two injections at different end-of-injection (EOI) timings. It features curves for different dwell 
times: 200 μs, 600 μs, 1000 μs, and a single pulse configuration. In the single pulse setup, there 
is a steady, moderate increase in area from -200 μs to +400 μs aEOI, illustrating a consistent 
expansion effect. For the 200 μs dwell time in double injections, the area shows a linear and 
gradual increase, eventually equating to the single shot area at an aEOI of 400 μs. This suggests 
that while shorter dwell times influence the early stages of jet formation, their long-term impact 
is minimal. In contrast, the 600 μs and 1000 μs settings show more pronounced increases in 
area, particularly from 0 μs to +400 μs aEOI. The longer dwell times facilitate clearer and more 
effective impacts, attributed to the interaction where the second injection significantly influ-
ences the expansion caused by the first, due to slower dynamics. Overall, this graph highlights 
that longer dwell times enhance the impacted area, likely due to more favorable fluid dynamics 
and the maximization of injection momentum. 

Figure 9: Calculation of jet area from PLIF images, analyzed by split ratio (left) and dwell time (right). 
Measurements were taken under conditions of 1.5 MPa ambient pressure, 10 MPa injection pressure, and 
an injection duration of 1000 µs. The right panel specifically examines area evolution under various dwell 

times at a constant split ratio of 3:7. 
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The PLIF area measurements conducted using surrogate fuels alongside single injections of 
helium and nitrogen provided valuable insights into the interaction between acetone and fuel 
diffusivity. Figure 10 provides a comparative analysis of the area affected when using different 
gases as spray mediums: hydrogen (H2), nitrogen (N2), and helium (He). It clearly shows that 
the area increases with the timing of laser activation (aSOI in μs) across all three gases. How-
ever, the growth patterns and final areas slightly vary by medium.     

Helium demonstrates the steepest increase in area, particularly noticeable beyond 1000 μs, 
suggesting it is the most reactive or has the highest expansion rate under these conditions. Ni-
trogen displays moderate growth, maintaining a steady progression throughout the range. In 
contrast, hydrogen, although initially following a pattern similar to nitrogen, begins to show a 
slightly slower increase in area beyond 1500 μs. This analysis indicates that the physical prop-
erties of the gas, such as density and atomic/molecular structure, influence the expansion and 
distribution of the spray when interacting with the laser.     

Although hydrogen, with a diffusivity of 1.04 × 10⁻⁵ Pa/s at 374 K, exhibited the highest 
diffusivity, its jet area was smaller than that of helium (2.32 × 10⁻⁵ Pa/s) but larger than nitrogen 
(2.12 × 10⁻⁵ Pa/s). These findings suggest the potential for using helium and nitrogen as surro-
gate fuels for hydrogen in non-combustion applications to reduce the risks associated with hy-
drogen's explosive nature.      

The acetone PLIF images in Figure 10 (right) reveal distinctive jet structures for the three 
different spray gas media: hydrogen, helium, and nitrogen. In the case of hydrogen, the jet 
structure is notably expansive and exhibits a clear toroidal vortex, indicative of high reactivity 
and rapid mixing characteristics. Helium, in the middle image, also shows a pronounced toroi-
dal vortex structure but with slightly less spread than hydrogen, suggesting efficient but some-
what lesser mixing compared to hydrogen. This is likely due to helium's lower density and 
higher diffusion rate. Lastly, the nitrogen image at the bottom depicts a more compact and less 
defined jet structure, with reduced visible vorticity and a smoother gradient in the color map-
ping, implying slower mixing dynamics and a denser spray compared to the other gases. This 
variation in jet structure across the gases highlights the significant impact that the physical 
properties of different media have on the dynamics and morphology of jet sprays. 

Figure 10: Jet area variation (left) with different surrogate medium and PLIF structures (right). 
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4. Conclusions

The utilization of PLIF with acetone has proven highly effective in visualizing hydrogen
distribution during double injection experiments, confirming acetone's suitability as a tracer for 
hydrogen vapor and offering valuable insights into cross-sectional distribution, a capability 
lacking in Schlieren imaging. Implementing a double injection strategy appears promising for 
augmenting jet area and facilitating flammable mixture formation under elevated ambient pres-
sures. Additionally, PLIF imaging suggests that surrogate fuels like helium and nitrogen pro-
vide safer alternatives to hydrogen in non-combustion experiments, with helium recommended 
for its ability to replicate hydrogen's toroidal vortex ring. While PLIF enables qualitative as-
sessments of fuel distribution, quantitative analysis requires a fixed reference point for precise 
measurements. This research not only underscores PLIF's effectiveness but also sets the stage 
for future investigations into injection strategies and safety protocols in hydrogen applications. 
Furthermore, the analysis of single jet ignition scenarios highlights the critical importance of 
precise timing and accurate mixture positioning for effective combustion, with implications for 
optimizing ignition systems to enhance fuel efficiency and reduce emissions. Conversely, mis-
fire scenarios underscore the challenges in achieving reliable ignition, emphasizing factors cru-
cial for maximizing combustion efficiency in hydrogen-based systems. Observations of toroidal 
vortex ring formations deepen understanding of fluid mechanics in hydrogen dispersion, aiding 
in injector design and pressure management strategies to improve combustion performance. 
Further comparisons of jet expansion dynamics under different injection conditions guide opti-
mization strategies, while evaluations of surrogate fuels emphasize the need for reliable refer-
ence data to refine combustion models and advance hydrogen-based combustion system effi-
ciency and sustainability. 
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Abstract. The spark-ignition (SI) engine technology represents a flexible and low-cost solution to deal
with the ongoing decarbonization of the transportation sector. Among the possible energy carriers,
hydrogen (H2) is extremely attractive by virtue of theoretical H2O-only emissions at the tailpipe. However,
harmful pollutants like nitrogen oxides (NOx) can be easily produced if stoichiometric air-fuel mixtures
are used. Therefore, differently from conventional fuels, ultra-lean operations represent a feasible option
to hinder NOx production, thanks to the wide H2 flammability range. In this study, a combined 1D-3D
computational fluid dynamics (CFD) investigation is carried out on a research pent-roof SI engine, fueled
with premixed H2-air lean mixtures. The 1D study is performed on the full engine layout for a complete
characterization of the thermal and fluid-dynamic processes in intake and exhaust systems. Then, a 3D
analysis is accomplished focusing on the combustion chamber and a small portion of the intake/exhaust
manifolds, where at open ends time-varying boundary conditions are imposed from 1D simulations.
Different levels of mixture dilution and load are investigated at constant engine speed. The purpose
is twofold: validating the adopted numerical methods and providing insights on the engine design in
terms of gas-exchange process and hydrogen lean-combustion development. The achieved results
showed a significant impact of the dynamic effects inside the intake/exhaust systems on the cylinder gas-
exchange process, in terms of exhaust gases recirculation and evolution of the identified tumble motion.
A preliminary combustion investigation on three selected lean conditions showed the capability of both
1D and 3D models in predicting the experimental in-cylinder pressure and heat release traces. Despite a
numerical-experimental difference in terms of trapped mass at closed-valves seemed the major source
of discrepancy, the reliability of the employed 1D-3D combined approach was demonstrated.

1. Introduction

The rapid evolution of the transport sector towards a complete environmental sustainability compels
the usage of renewable and carbon-free energy carriers. In this context, the SI engine technology
presents several benefits for the H2 employment in powertrains. However, several challenges need
to be addressed when hydrogen is used as fuel for internal combustion engines (ICEs) in place of
conventional hydrocarbons. For example, pre-ignition or knocking phenomena could be detected within
the combustion chamber [1], with the sequential progression of pre-ignition and backfire into the intake
manifold.
According to the literature, the exploitation of wide ranges of charge dilution with air or exhaust gas
recirculation (EGR), and even water injections, proved to be advantageous in mitigating knock suscepti-
bility and nitrogen oxides (NOx) emissions [2,3], while enhancing engine performance and efficiency [4].
Although hydrogen direct injection into the cylinder is the most attractive option, because it overcomes
limitations regarding the volumetric efficiency [5, 6] and a higher probability of abnormal combustion
events [7], the port fuel injection (PFI) solution is still nowadays a largely studied approach. First, it
allows the usage of less specialized and cheaper engine components [8, 9], enabling faster and more
cost-effective the retrofitting of an already existing engine configuration. Second, the PFI eases the study
and optimization of the combustion process inside metal engines, thanks to the reduced uncertainties in
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terms of H2-air stratification.
Numerical approaches are extremely helpful tools to support the experimental research on H2 ICEs.
Indeed, numerical calculations can clarify several thermophysical phenomena that are difficult to be
understood, especially in metal engines.
According to the literature, numerical investigations were carried out since the start of the twenty-first
century. Ma et al. [10] used a zero-dimensional model to calculate the effects of variations in ignition
timing and compression ratio, on the performance of a vehicle’s hydrogen engine. Full-cycle simulations
with a cryogenic PFI strategy were carried out by D’Errico et al. [11,12] with 1D gas dynamic calculations
and a quasi-dimensional combustion model.
Concerning 3D-CFD numerical investigations, França et al. [13] selected two lean operating conditions
(λ = 1.7 at part-load and λ = 2.5 at full-load) to assess the capability of the SAGE model in predicting
the reaction rate. The effect of injection timing and duration on the homogeneity of H2-air mixtures was
investigated through 3D-CFD simulations by Pasa et al. [14] on a PFI flat-head four-cylinder SI engine.
In this work, a numerical investigation of a single-cylinder pent-roof SI engine, where H2 is introduced
with a PFI strategy, is carried out by means of a combined 1D-3D CFD analysis. Ultra-lean mixture con-
ditions, with different levels of air dilution and load, are investigated at constant engine speed. Purpose
of this study is, first, to validate the selected 1D-3D methodology. Then, to clarify how the engine archi-
tecture and the selected operating conditions affect the hydrogen lean-combustion development and the
gas-exchange process in terms pressure, trapped mass, flow and turbulence features evolution inside
the cylinder.

2. Experimental setup

The experimental data used to validate the numerical simulations were gathered from tests conducted
on a single-cylinder SI research engine, previously employed in other research endeavors [5,6]. Table 1
provides an overview of the engine main specifications.

Table 1: Engine specifications.

Number of cylinders 1
Displaced volume 454.2 cm3

Cylinder diameter 82.0 mm
Stroke 86.0 mm
Compression ratio 10.7
Connecting rod length 144.0 mm
Injection systems PFI & DI
Ignition system Spark plug
Valves per cylinder 2 intake, 2 exhaust
Intake Valve opening (IVO)* 340 CAD
Intake valve closing (IVC)* -135 CAD
Exhaust valve opening (EVO)* 120 CAD
Exhaust valve closing (EVC)* -338 CAD
*with respect to the firing TDC (0 CAD)

This paper focuses exclusively on the PFI configuration. In particular, the injector used is a Zavoli
JET Injector designed for gaseous fuels, featuring a maximum working pressure of 4.5 bar, a working
temperature range from -40◦C to 120◦C, and a discharge nozzle diameter of 3 mm.
Hydrogen was stored in pressurized tanks and routed through a pressure discharge control system
before being delivered to the injector. The injector discharge passes through a 4 mm diameter, 100 mm
long tube before being connected to the intake manifold via a T-junction.
The test cell configuration, including pressure and temperature measurement points, fuel injection, and
positioning of additional control and measurement instruments, is depicted in Fig. 1. In-cylinder pres-
sure was monitored using a Kistler piezoelectric transducer, while piezoresistive pressure sensors were
employed to measure average flow pressures. Air mass flow was quantified using a Kromschroeder
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volumetric airflow meter, and hydrogen mass flow was tracked utilizing a Bronkhorst F-113AC-1M0-
AAD-55-V sensor.

Figure 1: Test bench layout.

The experimental setup incorporates an online combustion diagnostic software (INDICOM). This soft-
ware enables real-time monitoring and maintenance of stable values for critical combustion parameters
such as indicated mean effective pressure (IMEP), heat release rate (HRR), and combustion phasing
(CA50). Further details regarding the test facility equipment and testing methodology can be found in
the relevant literature citations.
The set of operating conditions outlined in Table 2 was specifically chosen for the numerical investigation
presented in this work.

Table 2: Set of operating points used in this study.

Operating conditions Engine speed Engine Load λ Spark-timing
(OC) [rpm] type IMEP [bar] [-] [CAD]

L2.6LL 1500 Low load (LL) 5.1 2.6 -20
L2.4ML 1500 Mid load (ML) 8.5 2.4 -24
L2.6ML 1500 Mid load (ML) 8.5 2.6 -26
L3.0ML 1500 Mid load (ML) 8.7 3.0 -32
L3.4ML 1500 Mid load (ML) 8.6 3.4 -36
L2.6HL 1500 High load (HL) 11.2 2.6 -30

3. Numerical models

3.1. 1D thermo-fluid dynamic model

A discrete system of 1D pipes, characterized by variable cross-sections, is selected to model the en-
tire engine configuration. The unsteady behaviour of the compressible and reacting flow, which evolves
inside the engine, is described by solving conservation equations for mass, energy, momentum and
species mass fractions, assuming the fluid as a mixture of ideal gaseous species. This quasi-linear hy-
perbolic system of partial differential equations is solved by means of shock-capturing numerical meth-
ods [12,15].
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Combustion is modelled according to a Two-Zone model [16], which considers the closed-valves domain
as divided into two homogeneous control volumes: the burned and unburned mixtures.
The ignition delay is predicted through a polynomial function, which takes into account the effect of the
mixture composition and whose coefficients were identified in previous studies performed on SI engines
fuelled with hydrogen [12,17].
The heat released by the premixed flame propagation is modelled as source term of burned mixture:

ω̇b = ρuAlSt (1)

where Al is the unstretched laminar flame surface and ρu the unburned gas density. St is the turbulent
flame speed, which is estimated according to Zimont correlation [18]:

St = A
u′0.75

α0.25
u

L0.25
t

√
Su (2)

Here, αu is the unburned mixture thermal diffusivity, u′ the turbulence intensity and Lt the integral length
scale, while A is a model constant which requires a slight calibration. The laminar flame speed Su is
estimated as:

Su = C0Su0 (3)

where the unstretched laminar flame speed Su0 value is retrieved from a lookup table on the basis of
the local thermodynamic conditions and mixture properties. The lookup table is built from 1D laminar
flame speed calculations at constant-pressure conditions. The parameter C0, instead, is introduced
to model the strong hydrodynamical instability observed on lean H2-air flames under typical engine
conditions [19]. According to Berger [20], C0 is calculated
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as function of the local air-to-fuel ratio ϕ, unburned mixture temperature Tu and pressure p, on the basis
of the following reference conditions: Su

Su0

∣∣∣
r

= 2.7 m/s, ϕr = 0.5, Tu,r = 298 K and pr = 1 bar.
Inside the combustion chamber, the wall heat transfer (WHT) is modelled by means of Woschni approach
[21].

3.2. 3D model for gas-exchange and combustion

The 3D-CFD simulations are carried out by means of an unsteady Reynolds-averaged Navier-Stokes (U-
RANS) approach, in which transport equations for mass, momentum, energy, turbulence and species
mass fractions are solved. Time-varying boundary conditions of pressure and temperature are imposed
at the open surfaces of the 3D domain, on both the intake and the exhaust pipes. This allows to mimic the
dynamics of the average-cycle gas exchange process, without modeling the whole engine schematic.
Fig. 2 depicts the structure of the employed combustion model for 3D-CFD simulations.
The flame front propagation is modelled by solving a transport equation for the regress variable b (un-
burned gas fraction) [22]

∂ρb̃

∂t
+∇ ·

(
ρŨb̃

)
+∇ ·

(
µt∇b̃

)
= ρuS̃uΞ̃|∇b̃|+ ω̇ign (5)

where µt is the turbulent dynamic viscosity, while U is the flow speed.
Ignition is included in Eq. 5 by the additional source term

ω̇ign =
Csρub

∆tign
(6)

according to the simplified deposition model employed in [23]. The parameters Cs and ∆tign allow to
calibrate both the strength and the time-duration of the energy released by the ignition system, respec-
tively.
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Figure 2: Structure of the 3D model used for the combustion stage prediction.

The reaction rate of the premixed combustion is modelled in Eq. 5 (first right hand side term) according
to the flame area evolution (FAE) model. Here, the flame wrinkle factor Ξ, which represents the turbulent
to laminar flame speed ratio St/Su, is modelled according to the one-equation approach [24]:

Ξ = f · Ξeq (7)

The laminar-to-turbulent transition process, taking place after the ignition event, is modeled by the f
parameter, whose value is computed according to Herweg and Maly [25] and where the kernel radius
evolution is estimated through the simplified 0-D sub-model proposed by Sforza et al. [23].
The equilibrium wrinkle factor Ξeq of Eq. 7 is modelled according to Peters [26]:

Ξeq = 1− a4b
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where a4 = b3 = 0.78 and b1 = 2.3 are model constants taken from [26] and slightly calibrated.
The Su value is predicted consistently to the 1D approach displayed in previous sub-section (Eqs. 3 and
4), while the chemical composition is estimated as

Yi = b · Yu,i + (1− b) · Yb,i (9)

where the mass fraction of each species is calculated as function of its values in the burned Yb and
unburned state Yu, according to the local b value. Both Yb and Yu are retrieved from a specific lookup
table, where the Yb value is recovered at equilibrium conditions.

4. Numerical setup

The 1D study of the selected SI engine is carried out with Gasdyn, a software developed by the authors
and already validated also on H2-fuelled ICEs [12,27].
The 1D engine schematic is built according to the experimental test bench of Fig. 1, but including a
few simplifications on both the intake and exhaust systems. Fig. 3 displays a portion of the 1D model
schematic as shown by the software graphical user interface (GUI).
The 1D computational grid is characterized by different resolutions along the engine schematic. In
particular, a base cell size of 10 mm is employed over all intake and exhaust pipes, while a specific
refinement is applied in between the H2 PFI and the cylinder, where the mesh grid is reduced to 2.5 mm.
All 1D simulations are carried out by imposing pressure and temperature boundary conditions at both
inlet and outlet ends of the engine, resorting to the available measured values. Similarly, the wall tem-
peratures of the combustion chamber (piston, cylinder head and liner) are retrieved from experimental
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H2 PFI Cylinder

Figure 3: 1D model schematic used on Gasdyn software: zoom over the cylinder and the PFI location of hydrogen.

measurements. In particular, 15 consecutive engine cycles are simulated for each operating condition
of Table 2, imposing as simulations target the experimental λ value.
For what concerns the power-cycle simulation, turbulence is considered by means of the K-k model [28],
while pressure is assumed homogeneous inside the whole closed-valves domain.
The lookup table for the Su0 calculation (Eq. 3) is generated through a series of 1D laminar flame
speed calculations performed in the OpenSMOKE framework [29] at constant pressure p, unburned
gas temperature Tu and fuel-to-air equivalence ratio ϕ conditions. The p, Tu and ϕ values are then
varied within the following a-priori defined intervals, in order to cover all thermodynamic states of the
investigated operating conditions. As preliminary assumption, the EGR effect on the Su0 calculation is
neglected.
The 3D gas-exchange process is simulated inside a domain which includes only the cylinder and a small
portion of both intake and exhaust manifolds, as shown by Fig. 4a. The dynamic behaviour of the whole
engine system is properly considered by imposing 1D time-varying pressure and temperature conditions
at the open ends of the considered volume (inlet and outlet sections of Fig. 4a). Moreover, an additional
saving of the computational effort is achieved by exploiting the symmetrical features of Fig. 4a region,
with respect to the Y-normal plane crossing the spark-plug. The resulting halved 3D domain, which is
used in this work, is represented over two views in Fig. 4b, with the piston positioned at the top dead
center (TDC).

Exhaust valves

Inlet

Intake valves

Piston

Spark-plug

Outlet

(a) (b)

Figure 4: Overview of the numerical 3D domain selected for the gas-exchange simulations. (a) Full-domain repre-
sentation. (b) Actual domain used for CFD simulations, represented with the piston at the TDC: side and top views.

A multi-mesh approach is employed to simulate the gas-exchange process. This methodology consists
of two different steps, which are handled with a semi-automatic routine. First, a series of meshes is
created to cover the whole engine cycle. Then, 3D-CFD simulations are carried out over each mesh
previously generated. For more details about this methodology, the reader is referred to [30].
The power-cycle stage, instead, is simulated with a mesh confined to the closed-valve domain, with a
dynamic addition/removal of cells layers to mimic the piston motion.
For the gas-exchange simulations, a hex-dominant base mesh size of 4 mm is employed over the whole
selected domain and maintained in both intake and exhaust ducts, far from the valves. Then, several
refinements are applied to adequately capture the engine geometrical details and the main flow features
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in narrow gaps, as well as inside the combustion chamber. In particular, according to previous studies
[31, 32], inside the cylinder a maximum cell size of 1 mm is ensured to properly model all flow and
turbulence scales. Moreover, inside the gap between each valve and its seat, at least five cells are
guaranteed along the perpendicular direction to the flow velocity field. To satisfy this limit, the smallest
cell dimension is reduced to ≈ 50 µm at the minimum lift position, which is assumed equal to 0.25
mm according to Nodi et al. [32]. Finally, a boundary layer of 1 cell is applied to all boundaries of the
considered CFD domain.

(a) (b)

Figure 5: Mesh employed for the 3D power-cycle simulation. (a) Actual domain used for CFD simulations,  
represented with the piston at the TDC: side and top views. (b) Piston motion simulation: mesh                   

surface where layers of cells are added/removed (top); mesh with piston at 40 CAD after TDC (bottom).

The modeling of the power-cycle, instead, is carried out with a computational domain confined to the 
in-cylinder region, as depicted in Fig. 5a. To maximize the consistency with the gas-exchange modeling, 
the engine symmetry with respect to the spark-plug crossing plane is exploited, and a hex-dominant 
mesh is generated at the TDC. To accommodate the piston displacement, the dynamic addition/removal 
of cells layers is applied from the mesh surface highlighted in the top Fig. 5b. An example of the mesh 
structure with the piston positioned far from the TDC is shown by the bottom picture of Fig. 5b.
The gas-exchange simulations are all started at the exhaust valve opening (EVO). At this time instant, 
the in-cylinder pressure and temperature values are initialized according to the results retrieved from 1D 
simulations, which are carried out prior the 3D analysis and considering the whole engine schematic. 
A similar strategy is used for the intake and exhaust manifolds, but pressure and temperature values 
sampled nearby the valves seats are used. For what concerns the mixture composition, fully burned 
products from perfect oxidation are initialized inside the cylinder and the considered exhaust manifold. A 
perfectly homogeneous premixed air-fuel mixture, instead, is assumed inside the intake duct, because 
the PFI process is not modelled in this 3D investigation. Both fresh and burned mixtures compositions 
are varied over each operating condition, according to λ values reported in Table 2.
As previously mentioned, time-varying boundary conditions of pressure and temperature are imposed 
at the open inlet and outlet sections, according to 1D simulations results. The experimental values of 
wall temperatures are used inside the combustion chamber, while for the intake and exhaust manifold 
the wall temperatures assumed during the 1D analysis are adopted.
Turbulence is modelled by means of the standard k-E model, using the coefficients s uggested i n the 
literature [16]. Scalable wall-functions are applied at the single-cell boundary layer, to model the near-
wall behaviour of turbulence and thermal diffusivity. The same lookup table used for the 1D analysis is 
adopted for the Su0 calculation (Eq. 3), while the lookup table for the burned mixture composition (Eq. 
9, Yb,i values) is generated with homogeneous reactor calculations, as described by Lucchini [33]. 
The mesh generation and all 3D CFD simulations are carried out with Lib-ICE, which is a set of solvers 
and libraries based on the OpenFOAM® open-source platform and where the presented numerical mod-
els are implemented by the authors.
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5. Results and discussion

5.1. Gas-exchange process

5.1.1. Cylinder pressure

To deeply clarify the engine behaviour in terms of in-cylinder pressure evolution, the operating condition
(OC) L2.6ML is selected as reference, because almost central with respect to Table 2 conditions in terms
of both air-fuel ratio (λ) and load (IMEP) variations.
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Figure 6: OC L2.6ML: evolution of the in-cylinder pressure during the gas-exchange process. (a) Comparison 
between measured (Exp) and 1D calculated traces, together with 1D pressure evolution nearby intake (Pint BC) 
and exhaust (Pexh BC) valves. (b) Comparison between measured (Exp), 1D and 3D calculated traces. Vertical red 

lines identify EVO and exhaust valve closing (EVC) instants, while blue ones intake valve opening (IVO) and 
intake valve closing (IVC) times (from left to right, respectively). The overlap stage is identified by the orange 

area, while the closed-valve phase is highlighted in grey.

Fig. 6a compares the experimental against the 1D pressure traces inside the cylinder, during the gas-
exchange process. As it can be observed, a satisfactory agreement is achieved between measurements 
and calculations. The 1D model seems able to capture the dynamic effects produced by both intake and 
exhaust systems on the in-cylinder behaviour. In fact, during the exhaust stage (in between the two ver-
tical red lines), the spontaneous discharge process seems to trigger a high-intensity wave effect inside 
the exhaust pipe, as predicted by 1D calculations immediately after the exhaust valves (red dashed line, 
with initial pressure oscillation amplitude of ≈ 0.5 bar). This phenomenon, which is gradually damped 
over time, strongly affects the in-cylinder pressure value until the first part of the intake stage. Indeed, by 
observing the 1D pressure evolution predicted immediately upstream the intake valve (blue dashed line), 
a signal oscillation is started after the IVO instant (first vertical blue line, from left). This generates a 
dynamic effect on the intake pipe, which affects the cylinder filling during almost all the intake process. 
Finally, it is worth to notice how the in-cylinder pressure value is higher than the intake one during almost 
the whole overlap stage (orange area). Therefore, a significant back-flow of exhaust gases is expected 
to be conveyed into the intake manifold.
Fig. 6b compares the experimental and the 1D in-cylinder pressure traces against the 3D results. The 
1D-3D agreement is excellent, demonstrating how the selected approach for the 1D-3D coupling is 
reliable for this engine configuration.
All previous observations discussed for the OC L2.6ML can be similarly extended to other conditions 
of Table 2. In particular, 1D simulations demonstrated to be essential in clarifying the dynamic effects 
of both exhaust and intake manifolds. These phenomena are observed to be significant for the present 
engine configuration and they must be properly captured to replicate the in-cylinder pressure trace.
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5.1.2. Trapped mass

Following the same approach for the in-cylinder pressure analysis, the OC L2.6ML is selected as refer-
ence condition for a detailed analysis of the in-cylinder total trapped mass evolution.
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Figure 7: OC L2.6ML: comparison between numerical 1D (solid lines) and 3D (dashed lines) evolution of the in-
cylinder trapped mass (in green), together with the in-cylinder pressure trace (in red), during the gas-exchange
process. Vertical red lines identify EVO and EVC instants, while blue ones IVO and IVC times (from left to right,
respectively). The overlap stage is identified by the orange area, while the closed-valve phase is highlighted in grey.

Fig. 7 shows both 1D and 3D results in terms of in-cylinder trapped mass evolution during the gas-
exchange process (green curves). An overall agreement between 1D and 3D results is observed,
proving the consistency of the employed 1D-3D coupling. This is true despite a small discrepancy is
detected nearby the IVC (vertical blue line on the right), which can be attributed to differences in terms
of discharge coefficient across the intake valves seats.
Focusing, instead, on the exhaust stage (in between the two vertical red lines), after the spontaneous
discharge process (from EVO to 200 CAD) an in-cylinder mass increase can be observed in the 200-230
CAD time frame. This is caused by the pressure dynamic effect in the exhaust pipe, previously observed
in Fig. 6a, which reverses the flow direction back to the cylinder, causing the pressure rise shown by the
red curves between 200-250 CAD (Fig. 7).
Another aspect that needs to be clarified is the cylinder scavenging during the overlap stage. Looking
at the orange area of Fig. 6a, it can be observed a positive pressure drop from the exhaust to the intake
pipes (from red dashed line to the blue dashed line, respectively) over the whole phase. This generates a
recirculation of the in-cylinder exhaust gases into the intake manifold, encompassing the entire overlap
stage. As a consequence, the in-cylinder volume scavenging is not properly fulfilled, with an internal
EGR amount estimated by 1D calculation between 3% and 4.7% for the selected operating conditions
(Table 2).
Finally, by observing the green lines of Fig. 7 near the IVC time (vertical blue line on the right), a weak
reverse flow back to the intake pipes can be noticed. This is caused by the combined influence of an
in-cylinder pressure increase (compression stroke has started) and a negative phasing of the dynamic
effects inside the intake pipe (local descending pressure), as shown by Fig. 6a near the vertical blue line
on the right.
The present phenomenon, as well as previous observations discussed for the OC L2.6ML can be ex-
tended to other conditions of Table 2.
Fig. 8 compares the measured and the calculated in-cylinder trapped mass values over each OC,
showing how the experimental trend (black bars distribution) is consistently captured by both 1D and
3D numerical simulations. From a quantitative point of view, computed results always overestimate
the measured value. As reported in Fig. 8b, 1D simulations over-predict the experimental in-cylinder
trapped mass in between 2% (L2.6ML) and 7% (L2.6LL). This differences are mirrored to 3D simulations,
on the basis of the 1D-3D coupling. In fact, the blue bars trend is consistent with the red bars one, but
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Figure 8: Comparison between values of in-cylinder total trapped mass. (a) Comparison between measured (Exp.), 
1D and 3D calculations. (b) Relative discrepancies of 1D-Exp, 3D-Exp and 3D-1D values.

characterized by a higher discrepancy towards the measured reference. This aspect is motivated by the 
1D-3D misalignment previously discussed for the OC L2.6ML near the IVC (green lines of Fig. 7), which 
slightly varies between 2.2% (L3.4ML) and 3.8% (L2.6ML) among the studied conditions (green bars).

5.1.3. Cylinder flow and turbulence features

In accordance to previous discussions, the OC L2.6ML is selected as reference condition for a deep 
understanding of the in-cylinder flow motion and the related turbulence evolution.
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Figure 9: OC L2.6ML. (a) Comparison between the tumble ratio calculated on the: 3D-CFD cylinder domain of Fig. 
4b (black); plane crossing the spark-plug (red); plane crossing the exhaust/intake valve axis (blue). (b) Comparison 
between the tumble ratio calculated on the overall cylinder domain (black) and the average in-cylinder turbulent 
kinetic energy (red). The vertical red line identifies the EVC instant, while blue vertical lines the IVO and IVC times 
(from left to right, respectively). The vertical black line spots the spark-timing. The overlap stage is identified by the 

orange area, while the closed-valve phase is highlighted in grey.

Fig. 9a reports the tumble ratio (TR) evolution inside the cylinder, shown from the IVO (first vertical blue 
line, on the left) to the spark-timing (vertical black line). In particular, different approaches and positions 
for calculating the TR are employed and compared. The total tumble value (black line), calculated 
considering the energy of the whole 3D-CFD cylinder domain of Fig. 4b, is plotted against the TR (red 
line) computed on the plane crossing the spark-plug (namely, the symmetry plane of Fig. 4b) and the 
TR (blue line) evaluated on the plane crossing the exhaust/intake valve axis (shifted of 18.5 mm from 
the symmetry plane of Fig. 4b).
First, during the overlap stage (orange area), a significant d iscrepancy i s o bserved a mong t he three
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values, with the most intense tumble motion detected under the exhaust/intake valves plane. This is
caused by a clock-wise tumble motion, which is generated prior the EVC (vertical red line of Fig. 9a).
After the EVC, instead, the evolution of the total tumble ratio becomes fully consistent with the one
calculated on the valves plane, with a reversal of rotation if compared to the overlap phase (change of
sign). On the other hand, the TR value estimated on the spark-plug plane is always lower than the total
one, becoming almost negligible at the spark-timing (Fig. 9a, vertical black line). This demonstrates how
the overall tumble features of this 4-valve engine architecture, calculated considering the total domain
energy, are mainly driven by the flow characteristics under the exhaust/intake valves group from EVC to
spark-timing.
Fig. 9b compares the evolution of the turbulent kinetic energy inside the cylinder (red line), together with
the total TR trace (black line). As it can be observed, three different peak values can be detected. The
first, during the overlap phase, is related to the generation of the clockwise rotating tumble. The second,
in the middle of the intake stage (≈450 CAD), is produced by the formation of the counter-clockwise
rotating tumble. The third one, instead, is observed near the spark-timing and it is caused by the gradual
decay of the tumble motion created during the intake process (Fig. 9b, between 650 and 700 CAD).
The present results, as well as previous observations discussed for the OC L2.6ML can be similarly
extended to other conditions of Table 2.

5.2. Combustion analysis

In the light of the discrepancies in terms of in-cylinder trapped mass between computed results (both 1D
and 3D) and experimental measurements, previously identified by Fig. 8b, a preliminary analysis of the
combustion process is carried out only on selected OCs. The purpose is to clarify if the employed 1D
and 3D numerical combustion models are able to mimic the experimental observations in presence of
lean hydrogen-air mixtures, while a comprehensive analysis of all conditions of Table 2 is left to a future
work.
In particular, to maximise the numerical-experimental consistency in terms of energy amount available in
the cylinder during the closed-valves phase, the 3D temperature field at the IVC is re-scaled to match the
experimental total trapped mass value. On the other hand, 1D power-cycle simulations (15 consecutive
cycles) are performed without any modifications on IVC conditions, to assess the model capabilities in
predicting the overall steady-state behaviour of each OC of Table 2.
Top row images of Fig. 10 compare the measured pressure traces inside the cylinder against 1D and
3D results, in presence of an increasing air dilution (from left to right). For the sake of clarity, here
crank-angles are shifted of 720 CAD with respect to previous figures, to center the 0 CAD value with the
studied TDC of firing.
First, from experiments, it can be observed an almost similar pressure evolution over the three selected
OCs, in terms of phasing and magnitude of each peak value, as well as general shape of the curve. This
is consistent with the target of the experimental campaign, where modifications on the spark-timings
(Table 2) and of the intake/exhaust conditions are applied to fulfill the same IMEP. Concerning the
numerical results, both 1D and 3D approaches seems able to replicate with a satisfactory accuracy the
experiments, despite a few discrepancies.
To clarify the 1D-3D predicting capabilities of the different stages of the combustion process, also identi-
fying possible aspects that need improvement, the AHRR traces are reported in the bottom row images
of Fig. 10. These results are calculated by means of the same post-processing approach on both
experimental and numerical pressure traces, to ensure consistency.
The prediction of the laminar-to-turbulent transition stage seems much more accurate in 3D simulations,
with a smooth initial ramp-up of the heat release rate. On the contrary, a sharper variation is detected
on 1D results.
Moving to the turbulent combustion stage, observed over all cases in the -20/0 CAD interval, both 1D
and 3D models show a tendency in underestimating the AHRR growth rate by increasing the air dilution
(moving from picture (d) to (f)). This can be ascribed to an underestimation of the laminar flame speed
under such air dilution values. In fact, the correlation proposed by [20] (see Eq. 4), used to model the
thermo-diffusive instability effects of lean hydrogen flames, was developed for air-fuel ratios limited to
λ ≤ 2.5.
It is worth to observe how the AHRR peak values estimated by 3D simulations are much more consistent
to experimental data, if compared to the 1D model predictions. In particular, the most significant 1D-
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Figure 10: Impact of the air-dilution on the combustion process at fixed load conditions (λ effect at mid load).
Comparison between experimental measurements (dashed black lines), 1D (red lines) and 3D (blue lines) results in
terms of pressure trace (top row) and apparent heat release rate (AHRR) (bottom row) evolution. The air dilution is
increased from left - (a) and (d) images - to right - (c) and (f) images. The vertical black line spots the spark-timing.

experimental discrepancy is detected for the OC L2.4ML (Fig. 10d). This aspect can be attributed to
differences in terms of in-cylinder energy content, being condition L2.4ML characterized by the highest λ
value and the maximum total trapped mass error (see Fig. 8b, red bars) among medium load conditions.
Finally, the modeling of the combustion completion stage seems significantly affected by the accuracy
in reproducing the previous turbulent combustion stage and the related peak value of AHRR. This is
demonstrated by the numerical results of Fig. 10d, where the 3D-experimental agreement is excellent,
while 1D results are significantly affected by the longer turbulent combustion stage, hence higher AHRR
peak.
According to the achieved results, this preliminary analysis showed an overall satisfactory capability
of both 1D and 3D models in predicting the experimental combustion process, when lean hydrogen
mixtures are employed. Nevertheless, the 1D-experimental discrepancy in terms of total in-cylinder
trapped mass showed to be the most impacting aspect on the results accuracy. Therefore, this issue
must be addressed by future works.

6. Conclusions

In this work, an hydrogen-fuelled SI engine, characterized by a pent-roof architecture and a PFI strategy,
is studied with a combined 1D-3D CFD investigation. The 1D analysis involved the entire engine layout,
while 3D simulations are carried out on a confined domain including the combustion chamber and a
small portion of the intake/exhaust manifolds. The 1D-3D coupling is fulfilled by imposing 1D time-
varying boundary conditions at the open ends of the 3D domain.
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The selected approach is validated against experimental measurements of in-cylinder pressure evolution
and total trapped mass at closed valves of six different operating conditions, where variations of air
dilution (λ) and load (IMEP) are separately studied. Despite 1D simulations over-predict the experimental
in-cylinder trapped mass in between 2% and 7%, the agreement in terms of pressure evolution during
the gas-exchange process is rather satisfactory.
The employed strategy to couple 1D and 3D simulations demonstrated to be reliable for this engine
configuration. Both 1D and 3D in-cylinder pressure trends showed to be almost identical during the
gas-exchange process. A small discrepancy is only observed in terms of total trapped mass at the IVC,
which can be attributed to differences in terms of discharge coefficient across the intake valves seats.
Therefore, the achieved 1D-3D results are used to provide insights on the engine design in terms of
gas-exchange process and hydrogen lean-combustion development. During the gas-exchange phase,
the dynamic effects of both exhaust and intake manifolds play a significant role in terms of exhaust gases
recirculation and evolution of the identified tumble motion. In particular, the in-cylinder volume scaveng-
ing is not properly fulfilled during the overlap stage, because a negative phasing of the pressure wave
inside the intake pipe produces a back-flow of exhaust gases into the intake manifold. This generates
a clock-wise tumble motion inside the cylinder, prior the EVC. Afterwards, when the fresh air-hydrogen
mixture starts to flow inside the cylinder, a reversal of tumble rotation is observed. The tumble ratio TR
value, estimated on different planes, demonstrated how from EVC to spark-timing the overall tumble fea-
tures are mainly driven by the flow characteristics under the exhaust/intake valves plane, instead those
under the central spark-plug.
The combustion process is finally investigated on selected operating conditions, characterized by the
same load but different air dilution values. This preliminary analysis showed an overall satisfactory ca-
pability of both 1D and 3D models in predicting the experimental observations in terms of pressure and
heat release rate evolution, which demonstrated to be almost similar over the three selected operating
conditions. Despite the thermo-diffusive instability effects seem underestimated on the computed lam-
inar flame speed enhancement, especially when λ > 2.5, the major source of discrepancy is believed
to be introduced by the 1D-experimental difference in terms of total in-cylinder trapped mass. However,
both aspects must be addressed by future works.
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Abstract. 
The need to reduce CO2 emissions is pushing worldwide authorities into tightening emission 

standards, especially for the transportation sector. If Battery electric vehicles is probably the best solu-
tion of passenger cars, utility vehicles with its high energy demand are looking for other solutions. While 
keeping the assets of internal combustion engines, researchers are studying many alternative fuels to 
Diesel. Hydrogen, which is the most abundant element in nature, and which can be obtained with re-
newable energy sources, and, most importantly, can be tuned with the very low emission values, is 
regarded as the fuel of the future. 

HORSE is preparing the adaptation of current Diesel 2L engines to hydrogen in a very lean 
combustion mode (lambda >2). In this paper, the effects of some combustion chamber design parame-
ters are studied. Unlike gasoline fuel, combustion speed does not have to be improved with hydrogen 
as the laminar combustion speed is high. Thus, the optimization is more focused on hydrogen mixing 
process. Indeed, a good mixing allows to decrease auto-ignition risks and engine out NOx formation, 
the two Achilles heels of Hydrogen Internal Combustion Engine. Thus, we define some key metrics to 
qualify the mixing while keeping an eye on turbulence production close to the ignition event. We describe 
how we survey the rich zones, and especially close to hot surfaces – as they must be minimized.  

After reproducing hydrogen jets characteristics in bombs, a parametric optimization of the com-
bustion system (location of injector, combustion chamber shape, piston shape, intake ports, injector cap) 
is performed using unsteady 3D Computational Fluid Dynamics calculations with physical models de-
veloped and calibrated for hydrogen injection.  We are describing the detailed effects of some design 
parameters on the mixing during compression stroke and their consequences on the key criteria. 

In conclusion, such 3D Computational Fluid Dynamics process is proven as a great tool to pro-
vide valuable information of the entire hydrogen mixing process and to select the most promising con-
figurations. 

Notations 
ICE Internal combustion engine. 

LCV Light commercial vehicle 

PEMFC Proton-Exchange Membrane Fuel Cells 

CFD Computational fluid dynamics 

CR Compression Ratio 

TKE Turbulent Kinetic Energy 

μ(x) Mean value of x parameter 

σ(x) standard deviation of x parameter 

φ Richness in H2 of mixture  

λ=1/ φ Air excess of the mixture 

TDCF Top Dead Center Fire 

V Combustion chamber volume 

𝑉𝜆≤1.6 Volume in combustion Chamber where local 𝜆 ≤ 1.6 

ϖ Angular speed 
L Angular momentum 
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1. Introduction
As technology advances, there's a global surge in the number of vehicles on the roads. However, a

considerable portion of these vehicles still relies on fossil fuels. This reliance has triggered a surge in 
fossil fuel consumption, resulting in a rapid depletion of these resources. Consequently, developed na-
tions, facing high energy demands, are exerting increased pressure on countries abundant in fossil fuel 
reserves to meet their energy needs, often leading to destabilization in these regions [1,2]. 

The utilization of alternative fuels in internal combustion engines has gained increasing significance 
in contemporary times. This trend is primarily driven by the rising demand for fuel alongside the prolif-
eration of vehicles, coupled with the introduction of emission standards by certain countries. Among the 
various alternative fuels under investigation by researchers, hydrogen stands out as a promising candi-
date. It is the most abundant element in nature and can be procured from renewable energy sources, 
offering exceptionally low emission levels. For instance, projections from the French oil market report 
suggest that by 2050, approximately 25% of passenger vehicles and 20% of non-electric rail transport 
could be powered by hydrogen, potentially reducing daily oil consumption by up to 20% [3,4]. Similar 
initiatives promoting the use of hydrogen are evident in other nations as well. However, the widespread 
adoption of low-carbon or carbon-free alternative fuels like hydrogen necessitates the establishment 
and commercialization of adequate infrastructure. Hydrogen not only serves as a source of energy ca-
pable of mitigating carbon-based emissions but also boasts high energy efficiency. Moreover, aside 
from its role as an energy carrier, hydrogen is poised to emerge as a viable alternative to petroleum in 
the foreseeable future, owing to its ability to be generated from renewable energy sources [5] [6] [7]. 
ICE engine with hydrogen could be an economical solution interesting for LCV as it is using the same 
industrial assets of current Diesel or gasoline thermal engines while achieving the requested high power. 
Moreover, H2 ICE have less purity demand than the alternative solution, PEMFC. In this framework, 
HORSE company that is developing worldwide ICE has decided to launch advanced engineering activ-
ities to adapt current Diesel engines to hydrogen combustion. The aim is to keep as much as possible 
the industrial asset while achieving very stringent emissions levels (CLOVE B), best-in-class perfor-
mance and efficiency [8][9]. 

This research, part of this optimization, aims to employ computational fluid dynamics to observe the 
progression and enhancement of hydrogen injection, mixing, and combustion within the cylinder. Our 
goal is to gain a deeper understanding of in-cylinder flow dynamics and combustion behavior. Through 
this investigation, we intend to gather fundamental parameter data crucial for controlling combustion 
and emissions in pure hydrogen internal combustion engines (ICE). Additionally, we aim to propose 
innovative strategies to advance the practical implementation and development of hydrogen ICE tech-
nology. 

The current state of the art in hydrogen internal combustion engine (H2 ICE) technology is marked 
by a degree of confusion regarding the optimal methodology for transitioning a conventional internal 
combustion engine (ICE) into one that operates on hydrogen. This study endeavors to address this gap 
by meticulously investigating several key parameters of design. The primary objective is to delineate a 
comprehensive strategy for achieving optimal mixing conditions necessary for the successful transfor-
mation outlined within the conditions. By systematically exploring various parameters and their interre-
lationships, this research aims to contribute valuable insights toward the development of effective meth-
odologies for transitioning ICEs into H2 ICEs [10]. 

By systematically exploring these parameters, the study aims to: 
• Develop a Comprehensive Design Framework: A guideline for engineers to follow when

converting traditional ICEs to operate on hydrogen, incorporating best practices and optimal
settings for each parameter.

• Enhance Performance and Efficiency: Insights on how to achieve higher power outputs and
better fuel efficiency without compromising on safety or increasing emissions.

• Reduce Emissions: Strategies for minimizing harmful emissions, particularly NOx, through
optimal design and operational adjustments.

• Advance Technological Understanding: A deeper understanding of the interdependencies
between various design parameters and their collective impact on engine performance.
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2. Modeling and key criteria

2.1. Engine specifications 

The base of the study is a 2.0L automotive 
diesel 4 stroke engine with a flat roof cylinder head, 
a direct central injector, intakes ducts design for a 
swirl aerodynamic motion and a classical diesel 
bowl piston. The adaptation of this engine to a 
H2ICE contains the introduction of a direct H2 
injector, an H2 spark plug, and the adaptation of 
CR. Table 1 contains information on the engine 
details that have been fixed. 

2.2. CFD modeling and boundary conditions 

The CFD aero and mixing modeling method is based on CONVERGE software and has been 
developed to be a compromise between fidelity and computation. The mesh development starts with a 
base size of 0.5mm where we add various mesh refinement levels. The different region of our dataset 
is illustrated in Fig. 1(b), with corresponding scales detailed in Table 2. Employing distinct refinement 
scales within serves to minimize computational expenses and time requirements, all the while upholding 
accuracy in computations specially developed for the hydrogen injection. The automatic mesh is limited 
to 15 million cells.  

Table 2 Mesh refinement scales 

Region/physic Scales 
H2 injector region 4 
H2 Jet cylinder embedding 4 
Adaptive Mesh Refinement for Velocity 2 
Adaptive Mesh Refinement for H2 species 3 

(a)

Fig. 1 (a) Example of schematic diagram of pure hydrogen ICE 3D model 

(b) Example of mesh refinement regions for 3D simulation domain

The solver employed in this study is a widely used RANS k-epsilon model, with adaptation spe-
cifically designed for hydrogen. These adaptations encompass all the unique characteristics and re-
quirements of hydrogen, ensuring the solver effectively captures the intricacies of hydrogen behavior 
within the system [11]. 

Parameter Value 
Engine Capacity(cc) 2000 
Bore 85 mm 
Stroke 88 mm 
Conrod 155.5 mm 
Piston crank offset 0.5 mm 
Cylinders 4 
Stroke/Bore 1.03 
Compression ratio 11:1 
Ignition Spark Ignition 
Engine speed 1000 – 4500 rpm 

Piston 

Intake port Exhaust port 

Hydrogen 
nozzle 

Table 1 Fixed parameters of the 2.0L turbo-
charged direct-injection hydrogen engine. 

Spark plug 
(b) 
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In addressing boundary conditions within specified limits, the adaptation for hydrogen injection 
involves employing a pressure inlet featuring a real valve law to accurately replicate the hydrogen mass 
flow rate and flow dynamics. Our findings demonstrate that optimizing nozzle pressure, while accounting 
for injector pressure loss, and refining cell sizes, contribute significantly to representing the hydrogen jet 
with fidelity. Additionally, the simulation's other boundary condition is tied to the operational parameters, 
as detailed in Table 3. Specifically, our analysis focuses on the operating point, at 3500 RPM, aligning 
with the rated power operating point of our engine. Notably, we exclusively consider the pure lean 
lambda 2.5 condition, recognizing its pivotal role as the most constraining condition from a mixing per-
spective.  This point is chosen as the worst case for mixing process, less time and high hydrogen quan-
tity. 

Table 3 Engine Boundary conditions 

Operating point Rated Power 
BMEP 21 bars 
Rpm 3500 
P admission GT Power output fix 
P exhaust GT Power output fix 
T admission GT Power output fix 
T exhaust GT Power output fix 
EGR 0% 
Lambda 2.5 
Wall Boundary temperature GT Power output fixed 
Valve lifts As Diesel ones 
SOI After IVC: 570°CA 

2.3. Hydrogen (H2) mixing and combustion quality Indicator 

To evaluate the effectiveness of different conceptual approaches under scrutiny, it is imperative 
to employ indicators that can assess the quality of mixing [12]. Following examination, four relevant 
indicators have been identified:  

1. Aero level of motion: This usual indicator evaluates the level of tumble or swirl present in the
system, depending on the specific case being studied. A higher level of aero motion at the start
of mixing could indicate a better mixing potential and/or a better turbulence production when the
high level is close to TDC. Swirl and Tumble value are calculation are directly based on Con-
verge Formula as angular speed ratio.

𝑠𝑤𝑖𝑟𝑙 =
𝜛𝑧

𝜛𝑐𝑟𝑎𝑛𝑘𝑠ℎ𝑎𝑓𝑡

(1) & 𝑡𝑢𝑚𝑏𝑙𝑒 =
𝜛𝑥

𝜛𝑐𝑟𝑎𝑛𝑘𝑠ℎ𝑎𝑓𝑡

 (2) 

The angular speed on x and z are calculated from the angular momentum, 𝐿𝑖, and the moment 
of inertia, 𝐼𝑖, as: 

𝜛𝑖 =
𝐿𝑖

𝐼𝑖

 (3) 

2. Turbulent Kinetic Energy (TKE): TKE assesses the turbulence within the combustion cham-
ber, primarily to gauge the conversion of aero motion into energy for combustion. Consequently,
it serves as an indicator for the combustion process; higher TKE values signify quicker combus-
tion. The value is calculated with Converge formula description as the mass average transported
TKE, as we use a k-epsilon RANS turbulence model.

3. Homogeneity index of the mixture: This indicator measures the homogeneity of mixture within
the combustion chamber. As the mixture distribution, near the TDCF, follows a normal distribu-
tion, the formula is:

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦𝑖𝑛𝑑𝑒𝑥 = 1 −
𝜎(𝜑)
 𝜇(𝜑)  (4)

A value closer to 1 indicates better homogeneity, suggesting statistical proximity to a perfect 
mixture. 
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4. High Equivalence Ratio: This indicator quantifies the presence of rich pockets in the combus-
tion chamber using the formula:

𝐻𝑖𝑔ℎ 𝐸𝑞𝑢𝑖𝑣 𝑅𝑎𝑡𝑖𝑜 𝐻2 =
𝑉𝜆≤1.6

𝑉
 (5) 

From literature [13- 17], it is established that the autoignition probability is increasing a lot when 
lambda is below 1.6. This indicator is aiming to check that the mixing process decrease these rich pock-
ets as fast as possible to not let the ignition process to occur during the compression stroke. Lower 
values of this indicator are then preferable close to TDCF, with 0 indicating the absence of rich zones. 

3. Effects of design parameters
This research is expected to make significant contributions to the field of H2 ICE technology by

providing a clear and evidence-based roadmap for transitioning conventional diesel ICEs to hydrogen 
fuel.  

3.1. Tumble vs. Swirl. 

Starting from a Diesel engine and considering a transition to a different air motion configuration 
can be a complex endeavour. In this case, the focus is on conserving the swirl motion, a crucial aspect 
in engine performance. The initial question revolves around whether maintaining this swirl motion is 
feasible or if a shift to a tumble duct design is necessary, particularly concerning the engine's air motion 
into a flat head configuration. 

To address this, a comprehensive parametric study becomes essential. This study encom-
passes various factors such as adapting the original port to accommodate the hydrogen injector, opti-
mizing the placement of the spark plug, exploring different injection methods (central or lateral), and 
even experimenting with alterations in piston shape. 

Through meticulous analysis and testing, it becomes evident that the optimal swirl design di-
verges significantly from the reference tumble design. 

This conclusion is vividly illustrated in Fig.2, which graphically demonstrates the substantial 
deviation in mixing efficiency between the identified swirl design and the traditional tumble reference 

Fig. 2 Comparison between an optimized swirl design and a tumble duct design on H2 mixing. 
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design. In essence, this parametric study underscores the complexity of engine design optimization and 
highlights the importance of adaptability and innovation in achieving superior performance and effi-
ciency. 

In the case of maintaining a swirl motion within the engine, it's crucial to consider its impact on 
the mixing of hydrogen with air. One significant observation is that the piston motion doesn't disrupt the 
aerodynamic flow, which, unfortunately, doesn't aid in effectively mixing the hydrogen with the air. Con-
sequently, a substantial portion of the mixture remains excessively rich, as indicated by the High Equiv-
alence Ratio indicator. Additionally, the Homogeneity Index of the richness indicates poor uniformity 
throughout the mixture. 

Another notable finding is the low Turbulent Kinetic Energy (TKE) during the end of the com-
pression stroke. This signifies that the aerodynamic motion is conserved and doesn't transform into 
turbulence. While this may seem beneficial in some regards, it can potentially impact combustion speed. 
Although this effect is less pronounced in the case of hydrogen combustion, it remains a factor to con-
sider in overall engine performance and efficiency. 

These observations underscore the intricate balance between aerodynamic flow, mixing effi-
ciency, and combustion dynamics in engine design. Achieving optimal performance requires careful 
consideration and adjustment of these factors to ensure efficient fuel-air mixing and combustion, ulti-
mately leading to improved efficiency and reduced emissions. 

3.2. Lateral vs central injection 

As established the most effective aerodynamic motion in this context is the tumble, this chapter 
focuses on comparing the impacts of lateral injection and central injection within the same technical 
framework. Specifically, we maintain a constant flat cylinder head, identical piston specifications, and 
the same port design across all simulations. 

Fig.3 clearly demonstrates that lateral injection results in more effective mixing of hydrogen 
within the tumble motion compared to central injection. This finding is consistent and reproducible across 
various types of tumble duct designs. The alignment of the injection jet with the direction of the tumble 
motion significantly amplifies the tumble effect. This enhancement is observed not only during the injec-
tion phase but also throughout the subsequent conversion of tumble into turbulence. This amplification 
appears to play a critical role in achieving optimal mixture preparation. 

Fig. 3 Comparison between lateral and central injection for a same intake duct on H2 mixing. 
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In particular, the high equivalence ratio (indicating regions of overly rich mixtures) decreases 
substantially during the compression phase. Concurrently, the Richness Homogeneity Index, which 
measures the uniformity of the fuel-air mixture, shows significant improvement. These observations 
suggest that the orientation and method of injection profoundly influence the efficiency and quality of the 
combustion process, with lateral injection offering distinct advantages over central injection in enhancing 
tumble motion and ensuring better fuel mixture preparation. 

3.3. Impact of aero motion level 

In this chapter, we examine the impact of the aerodynamic motion level, specifically focusing on 
tumble motion. To illustrate this parameter, we analyse different tumble levels generated by various 
tumble ports (Fig.4), all using the same lateral injector position, the same piston designs, and a flat 
cylinder head combustion chamber.  

Fig. 4 Various intake ports designs 

Fig. 5 demonstrates that port 1 performs significantly worse compared to the other solutions 
presented; it produces the poorest mixing, with the highest number of rich pockets and the lowest rich-
ness homogeneity index. In contrast, ports 2, 3, and 4, despite generating similar levels of tumble, show 
differences in mixing quality. This indicates that the injection process must be well-coordinated with the 
tumble generated by the duct design. Our findings suggest that duct design is closely linked to injector 
placement in achieving optimal homogeneity. 

In addition to studying tumble, we also investigate variations in swirl motion and other aerody-
namic parameters. Our conclusions are consistent across these different types of aero motion: initially, 
higher levels of aerodynamic motion improve mixing quality. Subsequently, small variations in aero mo-
tion must be aligned with the injection process to maximize the benefits of aerodynamic motion in gen-
erating a well-mixed fuel-air mixture. 
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Overall, our study indicates that both the design of the ports and the positioning of the injector 
play crucial roles in optimizing the mixture preparation in hydrogen ICEs. By carefully tuning these pa-
rameters, it is possible to achieve significant improvements in combustion efficiency and performance. 

3.4.  Piston shape design 

It is well-documented that the lenticular piston is optimal for a pent roof design. In this chapter, 
we extend this analysis to flat roof configurations. To verify this, we conducted comparative tests involv-
ing three different piston designs: Piston 2 with a flat bowl (yellow), Piston 3 with a smooth diesel bowl 
(red), and a deep impact piston based on the Piston 1 shape (green). These designs are illustrated in 
Fig.6. [18]. 

All tests were performed under identical conditions, maintaining the same tumble port configu-
ration, lateral injector position, and a constant compression ratio (CR) of 11. Piston positions were ad-
justed to ensure these parameters were consistent. 

The variation in piston shapes resulted in different levels of tumble. Our analysis indicates that 
increased tumble correlates with a higher Homogeneity Index and a lower High Equivalence Ratio indi-
cator. These findings confirm that variations in piston shape significantly impact tumble levels, thus af-
fecting the overall performance. Specifically, the results underscore the suboptimal performance asso-
ciated with certain piston shapes [19]. 

-505
330 360 390 420 450 480 510 540 570 600 630 660 690 720 750T U M B L

DV
TUM BLEtumble design ref Piston 1 Piston 2 Piston 3

Fig. 6 Piston bowl illustration 

                        

    

        

Fig. 5 Tumble level impact for a same lateral injection flat head and piston condition on H2 mixing. 
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Simulation results, illustrated in Fig.7, reveal significant differences in tumble levels, TKE, high 
equivalence ratio, and homogeneity index generated by each piston shape. The tumble profiles (top left 
graph) show that all piston designs generate a substantial tumble motion, with Piston 1 (green) produc-
ing the highest tumble peak just before top dead center (TDC). The TKE profiles (top right graph) indi-
cate that Piston 1 (green) maintains higher TKE levels during the critical injection phase, suggesting 
more effective energy transfer from tumble motion. The high equivalence ratio profiles (bottom left 
graph) show that Piston 1 (green) results in a lower high equivalence ratio, indicating fewer rich mixture 
zones and thus a more favorable combustion environment. The homogeneity index profiles (bottom right 
graph) reveal that Piston 1 (green) achieves the highest homogeneity index, indicating the most uniform 
hydrogen-air mixture. Overall, Piston 2 (green) demonstrates superior performance in generating higher 
tumble and TKE, leading to better hydrogen mixing and more homogeneous air-fuel distribution. 

This study extends the understanding of piston design impact from pent roof to flat roof config-
urations, emphasizing the importance of optimizing piston shapes for better hydrogen mixing. Piston 1, 
with its flat bowl design, showed the most promising results, enhancing tumble, TKE, and mixture ho-
mogeneity, thus improving overall combustion efficiency. Future work should explore additional piston 
geometries and their effects under various operating conditions to further enhance the efficiency and 
performance of hydrogen-fueled internal combustion engines. 

3.5. Coanda effect 

In the extant literature, investigations have uniformly employed a fixed nozzle penetration depth, 
precipitating the manifestation of Coanda effects upon the hydrogen gas flow. This phenomenon results 
in a fraction of the hydrogen gas adhering to the cylinder head, as evidenced in Fig. 8(a). It can have a 
big drawback for pre-ignition propension as it puts hydrogen close to hot surfaces (spark plug and ex-
haust valves). An augmentation of the nozzle penetration to 8 mm, illustrated in Fig. 8(b), is posited to 
obviate the Coanda effect, thereby permitting a subsequent evaluation of its influence on the gas mixing 
dynamics [20], [21].  

Fig. 7 Piston shape impact on H2 mixing.
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Fig. 8 Illustration of the Coanda effect reduction by nozzle penetration on the richness reparation 10°CA after 
injection / (a) reference nozzle penetration (b) + 8mm nozzle penetration 

In the context of identical intake ports featuring the same level of tumble, mitigating the Coanda 
effect has been found to enhance mixing efficiency, as presented in Fig. 9. Despite the hydrogen jet 
experiencing less modification, it fails to generate increased tumble both during and post-injection. Con-
currently, reducing the Coanda effect maintains turbulence within the flow throughout injection, resulting 
in higher turbulent kinetic energy (TKE). 

During the tumble TKE conversion phase, a greater proportion of tumble energy is channelled 
into hydrogen mixing, leading to a notable decline in the High Equivalence Ratio (ER) indicator and a 
faster increase of the richness homogeneity index. This improved efficiency during the conversion phase 
is attributed to an increased velocity of hydrogen, as evidenced in Fig. 8. Consequently, nearing spark 
advance, slightly superior H2 mixing is achieved without any Coanda. 

However, while a deeper penetration may yield a reduction in the Coanda effect, it poses chal-
lenges in terms of temperature on the hydrogen injector nozzle. Alternative solutions such as injector 
caps or deflectors offer viable means to alleviate the Coanda effect, thereby ensuring injector compli-
ance and optimal performance. 

3.6. Pent-roof vs flat roof 

Pent-roof combustion chamber is often preferred in modern high-performance engines due to 
its efficiency in airflow, heat retention, and the ability to accommodate more valves for better breathing 
of the engine. The flat roof design, while simpler and potentially less expensive to manufacture, does 
not offer the same level of performance benefits [22-23]. 

(a) (b) 

Fig. 9 Coanda effect impact on H2 mixing. 

85



 Investigating Combustion Chamber Design Parameters for Hydrogen Adaptation of Diesel Engines 

This chapter provides a comparison between the previously discussed flat roof cylinder head 
illustrated in Fig.10(a) and a conventional pent roof cylinder head, commonly used for tumble flow de-
sign. An alternative technical configuration for a hydrogen internal combustion engine (H2 ICE) was 
developed to facilitate this comparison. This configuration incorporates a duct connected to the pent 
roof cylinder head and features a centrally located injector and spark plug, as illustrated in Fig. 10(b). It 
is the only way to construct the cylinder head with valve train, injector and spark plug in such a pent-
roof configuration. To ensure a more equitable comparison, several parameters were standardized 
across both designs, including the piston, compression ratio (CR), injector nozzle. Intake ports and roof 
chamber are then different. 

The comparison in Fig.11 indicates that the ports adapted to the pent roof cylinder head gener-
ate lower tumble. Consequently, it is challenging to determine whether the poor homogeneity results 
are more attributable to the pent roof design itself or to the reduced tumble observed with this configu-
ration compared to the flat roof design. The high increase of TKE during injection is due to the central 
injector position as shown in paragraph 3.2 but that is not helping for the mixing.  Conversely, it is noted 
that the high equivalence ratio achieved with the pent roof is not unfavorable, as it was zero with the flat 
roof. Thus, it is difficult to conclusively determine if one design is superior to the other. The pent-roof 
design should be optimized further: tumble level, injector cap, could me the main features. However, in 
the context of a diesel engine conversion, this suggests that utilizing a flat roof head with a well-designed 
tumble duct could be a viable solution for hydrogen mixing. 

(a) (b) 

     

           

    

 
 

   
 

  

Fig. 11 Comparison between flat and pent roof cylinder head design on H2 mixing. 

Fig. 10 (a) flat head combustion chamber (b) pent roof combustion chamber
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Conclusions 
Hydrogen internal combustion engines (ICEs) have emerged as a significant research focus, 

and their future development represents a reliable pathway to achieving zero-carbon emissions for ICEs. 
Moreover, the large-scale application of hydrogen ICEs is a crucial strategy for leveraging the mature 
industrial infrastructure of ICEs to support energy transition and carbon emission reduction goals.

The study concludes that converting a 2L passenger car Diesel ICE into a pure lean H2 ICE 
requires specific best practices to enhance hydrogen mixing, reduce preignition, improve combustion 
flame development, and lower NOx formation. The diesel ICE transformation includes: 

• Intake port change: Transforming the ports from a swirl to a tumble design and optimizing for
the highest possible tumble level.

• Injection and spark plug: Using a lateral injection with a central spark plug, designed to interact
effectively with the generated tumble.

• Piston Design: Employing a lenticular piston shape with an adaptable depth to improve mixing.
• Mitigating Coanda Effect: Avoiding the Coanda effect that could have an impact on hydrogen

levels at the spark plug by protrusion, a cap or nozzle deflector.
• Head Design: Maintaining a flat head design seems possible to achieve efficient mixing process

however the cooling will be a key factor to avoid hot points and pre-ignition.

These measures collectively support the optimal conversion of a diesel engine to operate effi-
ciently and cleanly on hydrogen. 
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Abstract 
The imperative to reduce greenhouse gas emissions is compelling the road transport industry to explore 
various solutions in addition to electrification. A pivotal step in this direction involves adopting low-
carbon footprint fuels such as hydrogen, ammonia, and e-fuels for vehicles powered by internal 
combustion engines. 
Hydrogen classifies itself as a promising candidate for spark-ignited internal combustion engines (ICEs) 
due to its high laminar burning velocity, wide ignitability range in terms of equivalence ratio, and 
increased resistance to auto-ignition. However, it also exhibits a very low minimum ignition energy, 
increasing the likelihood of pre-ignition events during engine operation. Therefore, the design of the 
combustion system and operational strategy must be tailored to achieve stable and efficient hydrogen 
combustion across various loads and engine speeds. 
This article introduces a Dome-shaped combustion chamber designed specifically for hydrogen 
combustion targeting high specific performance. The Dome is integrated into a robust four-valve flat 
cylinder head at the central position facilitating the placement of both the medium pressure hydrogen 
injector and a spark plug specifically designed for H2 operation near the cylinder axis, in cooperation 
with a straightforward piston design.  
Preliminary test results obtained at 2000 rpm x 16 bars of IMEP on a 500cc single cylinder engine are 
reported. Variations in equivalence ratios and spark timings demonstrated robust and excellent 
combustion stability until an equivalence ratio of 0.40 and achieved a gross indicated thermal efficiency 
of 46%. Subsequently, the 3D-CFD simulations were carried out at 2000 rpm x 16 bar, incorporating 
the hydrogen injection and combustion modelling. The CFD results demonstrated a satisfactory 
agreement with the experimental in terms of in-cylinder pressure and apparent heat release rates. 
Finally, the CFD simulations are utilized to evaluate the potential high load performance of the Dome 
engine at 6000 rpm of engine speed, emphasizing the effect of a split injection strategy. 

Keywords: CFD, combustion, Dome engine, Hydrogen 

Notations 

AMR Adaptive mesh refinement IMEP Indicated mean effective pressure 

BEV Battery electric vehicle IMEPg Gross Indicated mean effective pressure 

BDC Bottom dead center M/C Main chamber 

bTDC Before top dead center RANS Reynolds-averaged Navier–Stokes 

CFD Computational fluid dynamics RON Research octane number 

CA50 Crank angles corresponding to 

50% fuel mass burnt  

SA Spark advance 

CAX Crank angles corresponding to X % 

fuel mass burnt 

SCE Single cylinder engine 

DI Direct injection SOI Start of injection 

FCEV Fuel cell electric vehicles SI Spark ignition 
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GDI Gasoline direct injection TDC Top dead center 

GHG Green house gas TKE Turbulent kinetic energy (m2/s2) 

1 Introduction 
The growing recognition of the impacts of global warming on life has led to an increased focus on 
greenhouse gas emissions (GHG) over the past few years. Despite only accounting for 15% of total 
GHG emissions in 2019 (Fig.  1), the transport sector, which includes road, sea, and air travel, must play 
a significant role in transitioning to cleaner energy sources and reducing reliance on fossil fuels.

Fig.  1. Global GHG emissions per sector 2019 [1] 

In parallel, as Fig.  1. clarifies the contribution of each sector, Fig.  2 illustrates an undisputable trend 
for increasing the number of vehicles between today and 2030, emphasizing the necessity to strongly 
reduce the emissions per vehicle and particularly the carbon dioxide (CO2) emissions.  

Fig.  2. Evolution of road transportation between today and 2030 [2] 

Battery Electric Vehicles (BEVs) are undoubtedly effective in reducing greenhouse gas (GHG) 
emissions. However, their limited usability guides the automotive industry to develop alternative 
solutions based on substitutes for hydrocarbon fuels. Among these alternatives, hydrogen (H2) and H2-
derived fuels, also known as electro-fuels or e-fuels, are gaining significant attention. Ammonia (NH3), 
a simple electro-fuel derived from combining H2 with nitrogen (N2) from the air, is considered a promising 
candidate [3]. Additionally, pure H2 remains a key player in this transition. For this reason, Aramco 
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invests highly to reach a production of 2 million metric tons per annum of blue H2 by 2030 and thereby 
accelerate the infrastructure deployment for use in both passenger cars and light commercial vehicles. 

As a fuel, H2 can be used either in conventional internal combustion engines (ICE) or in fuel cell electric 
vehicles (FCEVs). Fig.  3 illustrates that ICEs offer an interesting compromise in terms of cost-to-power 
ratio, with the economic and social advantage of utilizing existing production infrastructure. 

Fig.  3. Cost to power comparison between H2ICE, hybrids and BEV 

Paradoxically, the concept of utilizing hydrogen as a fuel in internal combustion engines (ICE) is not 
entirely new. In 1807, in Switzerland, François Isaac de Rivaz developed a prototype that used 
compressed hydrogen gas and oxygen, which was electrically ignited (refer to Fig.  4 (a). Subsequently, 
research activities began worldwide, including efforts by for instance Roger Billings in the USA or the 
Musashi Institute of Technology in Tokyo during the 1970s. 

(a) (b) (c) 

Fig.  4. François-Isaac de Rivaz vehicle [4] and BMW H2 engines [5]

Particularly, BMW made significant advancements in 1979 with a class 5 sedan and later a V12 class 
7 vehicle (Fig.  4 ) utilizing liquid hydrogen storage. Mercedes also made strides from 1984 using 
compressed gas. Despite promising developments, these efforts faced challenges due to high costs 
and poor power density compared to conventional engines running on inexpensive fossil fuels. A very 
interesting application was the use of a dual gasoline/hydrogen racing V12 Aston Martin Engine during 
the 24 hours of Nürburgring [6] in 2013 (see Fig.  5), Developed by the Institut für 
Verbrennungskraftmaschinen und Thermodynamik in Graz, the turbocharged engine achieved a power 
density of more than 50 kW/l in hydrogen mode.  
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Fig.  5. V12 engine, comparison between gasoline, hydrogen and mixed operation at full load [6] 

In 2015, the Paris Agreement on climate change set up new rules and led the road transportation 
industry to intensively find alternatives to fossil fuels. Hydrogen appeared to be one solution and 
previously scheduled or completely new activities were supported in different ways; the simplest one 
consisted of retrofitting existing Diesel engines by adding an H2 port fuel injection (PFI) and slightly 
adapting the piston design and the compression ratio [6]. More intensive investigations were followed 
using a medium pressure direct injection (DI) in almost every vehicle class, from passenger cars like 
Hyundai [8], light commercial vehicles like Stellantis [9] and Renault [10], or even very high 
performances models as Porsche [11] and Ferrari [12].  Thanks to DI, air filling was very much improved 
compared to PFI with very few risks of backfire in the intake port, allowing it to reach power densities 
comparable to conventional Diesel or gasoline engines with a high thermal efficiency. For all these 
applications, intensive use of simulation, including 3D computational fluid dynamics (CFD) and 1D 
modeling, alongside engine tests, was realized to optimize aerodynamics, hydrogen-air mixing, and 
combustion processes. 

This paper is an outcome of collaboration between Aramco, Phinia, and Tenneco; it aims at presenting 
an innovative DI combustion system design adapted to high power density serial production engines. 
Single cylinder engine (SCE) test results obtained at 2000 rpm and 16 bars IMEP are presented and 
discussed and the performance projection on higher engine speed has been achieved thanks to CFD. 

1.1 Hydrogen fuel characteristics 
Table 1 compares the fuel properties of hydrogen with gasoline. Hydrogen possesses a wide 
flammability range and extremely fast laminar burning velocity. This suggests that a stable ignition and 
combustion is possible even with ultra-lean or highly stratified locally rich charge. It also inherits a 
comparatively higher auto-ignition temperature, which makes it less susceptible to knocking. On the 
other hand, its very low minimum ignition energy strongly increases the risk of pre-ignition in the 
combustion chamber. Hydrogen flame can sustain close to the walls due to a smaller quenching 
distance, on one hand, this could ensure more complete combustion, but it would result in increased 
wall heat loss. Thus, an efficient and controlled combustion of hydrogen in ICE remains quite 
challenging.  

Table 1. Properties of different fuels in comparison with hydrogen 
Fuel species Gasoline Hydrogen 
Stoichiometric A/F ratio [-] 14.6 34.2 
Lower calorific value [MJ/kg] 42.5 120 
Flammability range 
(equivalence ratio) [-] 0.62− 

3.89 0.09 − 6.81 

Laminar burning velocity [m/s] 0.40 2.30 
Auto-ignition temperature [°C] 230-450 595
Minimum ignition energy [mJ] 0.24 0.02 
Quenching distance  [mm] 2 0.64 
Approximate RON [-] 95 >120
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1.2 State of the art DI hydrogen combustion systems 
The choice of a combustion system dedicated to serial production engines not only depends upon 
performance or thermal efficiency but also upon the investment necessary for upgrading industrial 
facilities, especially for the cylinder head machining. 

In recent years, the down-sizing strategy led to equip passenger cars with moderate displacement 
volume gasoline engines, usually lower than 2.0l; as for high-performance sports cars, a pent-roof 
cylinder head combined with a tumble air motion generated by the intake ports was preferred. Keeping 
the baseline architecture of gasoline direct injection (GDI) engines, customized versions for H2ICE’s are 
restricted to variations in the injector and spark plug placements. These components can be positioned 
centrally or laterally on the intake or exhaust sides. Furthermore, adjusting the intensity of the tumble 
motion is also part of optimizing the combustion system. In this context, some examples have been 
provided by Hyundai with a 1.6l four-cylinder engine in Fig.  6 or by Ferrari for a 3.0l V6 as shown Fig.  7. 

Engine type [-] In-line 4 cylinder 

Displacement 
volume 

[cm3] 1.598 

Bore x Stroke [mm] 75.6 x 89 
Valves/cylinder [-] 4 
Spark plug [-] Centrally located 

Hydrogen injector [-] Laterally located 
Compression ratio [-] 10.5:1 
Power [kw] 132 
Torque [Nm] 265 

Displacement 
volume 

[cm3] 498.7cc 

Bore x Stroke [mm] 82 x 88 
Valves/cylinder [-] 4 
Spark plug [-] Quite Centrally located 
Hydrogen injector [-] Centrally mounted 
Compression ratio [-] 10.5:1 to 14:1 

Fig.  6. Hydrogen engine proposed by Hyundai, 
Bosch and Aramco [13] 

Fig.  7. Hydrogen engine proposed by Ferrari [12] 

For light commercial vehicles which require a high low-end torque, a low fuel consumption and a high 
mileage reliability, the retrofitting choice was mainly focused on Diesel engines architecture with cylinder 
displacement generally higher than 2.0 liter, preserving the use of a flat cylinder head and vertical valves 
(Fig.  8) with the associated industrial tool.  

Fig.  8. Hydrogen engine proposed by PHINIA [14] 

Their optimization for hydrogen is thereafter also limited to the location of the injector -central or side- 
and the spark plug, as the chosen air motion generally remains swirl.  
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As the choice between the two architectures is mainly governed by industrial constraints, very few 
investigations have compared them in terms of power density capability and efficiency. 

1.3 Combustion strategies
Besides a high combustion velocity and a high resistance to knock characterized by a fine Research
Octane Number (RON), hydrogen combustion is nevertheless susceptible to pre-ignition phenomena,
i.e., a local ignition before the spark generation, initiated by factors such as hot spots in the chamber,
lubricant oil droplets, or local regions possessing both near-stoichiometric mixtures and high
temperatures. Mitigating these factors and thereby reducing the occurrence of pre-ignition can be
achieved by different ways:

• an ultra-lean homogeneous H2-air mixture avoiding any local equivalence ratio higher than
roughly 0.70; the minimum ignition energy of the mixture therefore strongly increases as shown
in Fig.  9, reducing the risk of pre-ignition. This strategy also has the advantages of, on one
hand lowering the combustion temperature, reducing the wall losses and thereby the wall
temperature and the risk of hot spots on metallic parts of the chamber, and on the other hand,
maintaining NOx emissions at a low level.

• a late H2 injection during the compression stroke, in order to reduce the mixture temperature at
firing Top Dead Center (TDC).

• the use of exhaust gas recirculation to lower the combustion temperature as it is achieved on
conventional Diesel and gasoline engines.

• the use of water injection to cool down the in-cylinder mixture.

A large part of the published application is based on the first strategy, optimizing the mixture 
homogeneity via both an early injection -during or just after the intake stroke- and a strong bulk air 
motion generated by the intake ports, e.g. swirl with Diesel like flat cylinder heads or tumble with pent-
roof architectures.  
This choice is nevertheless restricted by the air flow necessity when high power is required because of 
the low port permeability and the size and complexity of the air system -turbochargers and intercoolers. 
In parallel, the late injection strategy is limited by the necessity to secure a sonic flow at the H2 injector 
hole.  

Fig.  9. Evolution of the minimum ignition 
energy versus equivalence ratio [15] 

Fig.  10. Evolution of the laminar flame velocity versus 
equivalence ratio [16]

2 The Dome H2ICE and engine testing 
2.1 Engine design Description 
This section presents the design and technical specifications of the single-cylinder, direct injection 
internal combustion engine (ICE) incorporating the innovative Dome combustion chamber. The engine 
base aims at achieving a high specific power while concurrently ensuring structural robustness. Central 
to this design is a four-valve flat cylinder head incorporating a Dome-shaped structure, which 
accommodates both the hydrogen injector and spark-plug. The direct injection hydrogen injector and 
spark-plug are specifically developed for hydrogen combustion in ICE’s and their particularities are 
discussed in the next section.  

It's crucial to emphasize that the hydrogen injector is decisively mounted on the Dome with an injector 
recess of 2 mm. This setup allows to maximize the hydrogen jet penetration in the main chamber by 
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minimizing the Coanda effect and simultaneously decreases the jet contact with the hot spark plug 
electrodes, as illustrated by the 3D simulation results in Fig.  12. 

Given the risk of potential pre-ignition in H2ICE, paramount importance is placed on efficient thermal 
management of engine components; this is achieved notably through a simple piston configuration to 
ensure its homogenous and effective cooling. The sodium-filled intake and exhaust valves are 
considered for their superior heat transfer characteristics. Furthermore, the water jackets are carefully 
integrated to envelop the Dome, injector, and spark-plug to enhance their respective cooling efficiency. 

The intake ports are designed to facilitate maximum airflow without inducing any specific bulk flow 
phenomena, such as swirl or tumble. 

 

Flush mounted (left) vs retracted injector 
(right) 

Fig.  11. Single cylinder engine layout with Dome (1), 
piston (2), hydrogen injector (3), spark-plug (4) and 
cooling water jackets (5) 

Fig.  12. Hydrogen jet penetration from CFD 
simulations with flush mounted injector (left) and 
with injector recess of -2 mm (right) at the two 
different timings after the start of the injection 

The choice of an oversquare geometry with an 88 mm bore representative of the current high 
performance V6 engines benchmark allows potential high engine speeds over 7000 rpm; meanwhile, a 
compression ratio of 10.5 has been set for these first investigation as a good trade-off between potential 
efficiency and knock resistance. The detailed engine specifications are listed in the Table 1. 

Table 2. Engine characteristics of Dome engine 

Parameter Units Value 
Displacement volume  [cm3] 506 
Bore x Stroke  [mm] 88 x 83.5
Connecting rod length [mm] 152.5
Compression ratio [-] [-] 10.5:1 
Valves/cylinder [-] 4 
Spark plug [-] Surface discharge type from 

Tenneco 
Hydrogen injector [-] DI-CHG15 injector from Phinia
Injection pressure [bar] Up to 40 bar 

2.2 Ignition system 
Tenneco’s Champion® have developed and provided specific ignition components for use with engines 
specified to run on Hydrogen fuel. Both coil and spark plug have been designed to operate on engines 
specified to run with hydrogen application. 

The HY2Fire™ plug top coil supplied for this test is a high-energy coil equipped with an energy damper 
circuit. The objective is twofold. From one side to prevent unwanted spark at start of charge and from 
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the other side to prevent random uncontrolled sparks due to residual energy in the coil after the main 
spark ends and in-cylinder pressure decreases. The phenomena addressed with this technology are 
ghost sparks that lead to backfire. This is a must for a hydrogen PFI engines and a plus for DI engines. 
The solution has already been validated through endurance tests and has entered mass production 
ramp-up early 2024. 

Fig.  13.  Spark plugs and coil (source Tenneco / Champion®) 

The spark plugs supplied are also adapted for hydrogen use. The main target was to keep the spark 
plug operating temperature as cold as possible to prevent any hot spot that could generate abnormal 
combustion. Temperatures over 600°C will cause uncontrolled ignition with hydrogen. To do so, the 
heat range of the spark plug is selected from the racing scale and the ground electrode projection limited 
as much as possible. In fact, one design has a retracted spark position by 2.5 mm and the other is using 
a non-projected ground electrode (0 mm spark position). In both cases, thermal modeling was 
performed to have a back-to-back comparison between the designs. A recent dyno study (single-
cylinder engine specifically developed to operate with hydrogen), also confirmed the behavior of the 
designs under several operating conditions. Voltage demand and electrode temperature were 
measured. The impact of spark plug design on abnormal combustion was evaluated (misfire, pre-
ignition, knocking). The catalytic effect of Platinum, leading to uncontrolled combustions was measured 
and confirmed. The two designs used during the testing campaign are compliant with this approach. 
This means they were not only cold-rated but also platinum-free. 

2.3 Injection system 
A Direct-Injection Compressed Hydrogen Gas (DI-CHG) injector (Fig.  14) was provided by PHINIA. 
This solenoid-driven injector is an outward-opening type, whose key benefits are to provide a higher 
mass flow rate than inward-opening injectors within the same packaging envelope and are also able to 
maintain injector sealing against high in-cylinder pressures with a relatively low fuel pressure.  The 
injector operates within a pressure range of 20 to 40 bar which is chosen to balance the need for high 
injection rates and high utilization of the hydrogen stored in the tank system without the requirement for 
a compressor. The highest injection pressure is used when high static flow rates are required at high 
engine loads.  The lowest pressure is used to improve the control over small injection quantities at light 
loads. For this study, a DI-CHG15 was utilized, providing a mass flow rate of 15 grams per second at a 
H2 injection pressure of 40 bar. The direct injection system allows injection after the intake phase, 
avoiding the impact of Hydrogen injection on the volumetric efficiency. The H2 control system was also 
provided by PHINIA which optimises the injector drive current profile according to the operating 
hydrogen pressure. 

The flow curves of the used injector are depicted in Fig.  14 . These measurements showed good 
stability of the injection rate for both 40 bar and 20 bar injection pressure allowing an accurate control 
of the injected hydrogen quantity for low and high load. 

Fig.  15 depicts the hydrogen jet exiting the DI-CHG15 injector. The gaseous jet initially develops as a 
hollow cone (Fig.  15 (a)) because of the outward opening pintle and the deflector cap geometry. As the 
injection progresses, the jet angle reduces due to the pressure drop inside of the jet induced by the 
momentum exchange between the hydrogen and the air inside of the hollow cone [17]. This leads to 
the formation of a collimated narrow jet as shown in Fig.  15 (b) which has a high penetration rate in the 
combustion chamber. 
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Fig.  14. DI-CHG15 Flow curves Fig.  15. Hydrogen jet development [17] 

2.4 Potential advantages of the Dome engine design 
The potential advantages of present combustion chamber can be listed as follows: 

• The engine is equipped with a robust flat cylinder head which can continuously sustain
exceedingly high peak in-cylinder pressures (up to 180 bar) expected from the hydrogen
combustion.

• The Dome design allows to locate the DI injector and the spark-plug close to each other and
ensures their central positioning with respect to the cylinder head. This was expected to
facilitate achieving a desired charge stratification in M/C, Dome, and in the vicinity of the spark-
plug. The CFD simulations (section 4.2 and 4.3) confirm that the present design can maintain
a relatively richer mixture in the Dome and in the proximity of the spark-plug compared to the
main chamber (M/C).

• With a stoichiometric air-fuel ratio of 34:1 for hydrogen, lean combustion necessitates
substantially higher intake boost pressures compared to traditional spark ignition engines.
Hence, the engine is purposefully designed with straight intake ports to minimize port flow
losses and enhance their permeability.

• Due to the smaller flame quenching distance associated with hydrogen, higher wall heat losses
can be expected. The current engine design features a flat cylinder head with straight intake
ports, resulting in a relatively weak, unstructured bulk flow motion within the combustion
chamber compared to its swirl or tumble dominated counterparts. Even if this might slow down
the mixing rate, it can be advantageous for minimizing the convective heat losses to the
combustion chamber walls.

• Owing to its distinctive design, the engine exhibits versatility in employing various injection and
combustion methodologies:

o Fully homogeneous combustion by injecting hydrogen early during the intake or during
the compression stroke, based on the engine operating speed.

o Stratified combustion by injecting hydrogen late during the compression stroke. This
strategy can be particularly interesting at low load conditions and can be used for
reducing parasitic losses such as pumping work and heat losses.

o Partly homogeneous combustion by employing the split injection strategy. For instance,
the first injection might be performed during the intake stroke to maintain a relatively
homogeneous, ultra-lean mixture in the main chamber, supplemented by a subsequent
late injection to sustain a relatively richer mixture in the Dome chamber.

3 Engine test bench description 
The engine speed of SCE is limited to 4500 rpm, and it is balanced until the second order. The auxiliary 
components such as water and oil pumps are electrically driven. During these first tests, a commercially 
available lubricant oil designed for high performance gasoline engines was used. However, in the future, 
an in-house developed formulation that aims to reduce the occurrence of the pre-ignition will be 
evaluated. 
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3.1 Test bench 
The engine is associated to an electric generator whose power and torque performances are illustrated 
in Fig. 16. The bench synoptic with the main control and measurement devices is presented in Fig. 17. 

Fig. 16. Single cylinder engine (SCE) on the bench (left) and performances of the electric machine (right) 

Fig. 17. Engine test bench synoptic 

The bench was equipped with all the standard monitoring systems, with particular attention given to the 
measurements of hydrogen mass flow rate and unburnt concentration at the exhaust. Bronkhorst’s 
Coriolis-based mass flow meters were used, with F-106BI for the air and F-113AI for hydrogen and the 
provided data were used to calculate the equivalence ratio. The obtained results were compared against 
another methodology based on the oxygen measured in the dry exhaust gases (see formula in Fig. 18). 
This comparison revealed a linear relationship, with a small deviation- around 5% on the current 
example- observed during lean operation. 
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Fig. 18. Comparison between equivalence ratio calculation methodologies 

One important item to consider is that the flow meters only reflect the equivalence ratio upstream of the 
combustion chamber. This measurement does not take into account any air leakage in the intake ducts 
or the blow-by at the beginning of the compression stroke, which only affects air until the hydrogen is 
injected.  
On the contrary, measuring the oxygen concentration in the exhaust gases reflects the equivalence 
ratio during combustion, but disregards unburnt fuel, resulting in an underestimation of fuel 
consumption. Therefore, neither of these two methods is entirely satisfactory but they can be sufficient 
for a first analysis. To conclude, we have decided to use the mass flow information for evaluating the 
equivalence ratio and the hydrogen consumption, thereby the efficiency. 

3.2 Test methodology and combustion characterization 
This research program followed on the single cylinder engine aims to evaluate the potential of the 
hydrogen ICE in terms of power density and efficiency at high loads. Consequently, the primary focus 
is not on NOx emissions. The program will explore three different combustion strategies, the first one 
centered on lean combustion, and the other two integrating exhaust gas recirculation (EGR) and water 
injection, respectively. However, this paper focuses only on the first strategy. 
For this paper, a high load operating point at 2000 rpm and 16 bars has been selected to characterize 
the combustion system.  
The test results are focused on two sweeps, the first one involving a variation of the equivalence ratio 
between 0.40 and 0.80. Then, for each equivalence ratio, a variation of spark advance (SA) was 
conducted. The spark-timing variation was limited by knock, unstable combustion, or a significant 
decrease in thermal efficiency. The origin of ignition timing was chosen at the combustion top dead 
center (TDC), negative values mean that ignition is set before TDC. 
Combustion stability was characterized by the normalized standard deviation of the IMEPg (COV 
IMEPg) over 300 consecutive cycles, with a stability limit set at 3% for the chosen operating point. The 
combustion process is illustrated by of course its stability but also by the quite conventional criteria 
based on CA10, CA50, CA90. The apparent heat release was calculated based on the first law of 
thermodynamics without considering the wall heat losses. During the compression stroke, a specific 
heat ratio of 1.40 was used, while during the expansion stroke, a specific heat ratio of 1.30 was applied. 
In order to have a better understanding of the ability to burn ultra-lean mixtures, we have included the 
standard deviation of the CAXX in this analysis. 
The engine operating conditions are highlighted in the Table 3. 

Table 3. Engine operating conditions 
Engine speed 2000 rpm 
Engine load, IMEPg 16 bars IMEPg 
Intake air temperature 40°C 
Hydrogen temperature ~25°C (not controlled) 
Water in temperature 90°C 
Lube oil in temperature 85°C 
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Exhaust back pressure P3 versus air 
intake pressure P2 

Injection pressure 25 bar 
Start of Injection (SOI) 140° bTDC 

3.3 Engine test results 
All the tests have been governed by combustion stability. Fig. 19 (a,b) illustrate the results obtained 
from spark advance (SA) sweeps  for different equivalence ratios between 0.40 and 0.80. For advanced 
spark timings, limitations were primarily imposed by knock or a significant decline in thermal efficiency. 
Overall, the combustion stability remained extremely good, well below the defined threshold of 3%; for 
the two richest mixtures, it was independent of the spark timing, even when the ignition point was 
delayed late during the expansion stroke (Fig. 19 (a)).  

The best indicated thermal efficiency of 46% was obtained for ultra-lean mixture with equivalence ratio 
of 0.40 and very early ignition; it might be emphasized that this efficiency could be improved by reducing 
the knock propensity, for instance by reducing the water temperature down to 65°C. Fig. 19 (b) clearly 
shows that the efficiency decreases when the combustion is delayed, is more sensitive with the leanest 
mixtures, in fact, 0.40 and 0.50 equivalence ratio, and particularly 0.40. This behavior is probably due 
to a higher sensitivity of ultra-lean mixture to the mixture temperature decrease during the expansion 
stroke.  

Fig.  21. summarizes the effect of the equivalence ratio on the efficiency, showing the potential of ultra-
lean burn combustion. 

(a) (b) 
Fig. 19. Combustion stablity (COV IMEPg) and gross indicated thermal efficiecny (ITE) vs spark advance (SA) 

at different equivalence ratios (ф) 
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Fig.  20. Exhaust temperature (T3) vs spark advance 
(SA) 

Fig.  21. Gross indicated efficiency (ITE) vs 
equivalence ratio (ф) 

Fig. 22 provides some information concerning the mechanical stress applied to the combustion 
chamber as the continuous peak pressure was limited to 150 bars to preserve the piston. The pressure 
gradient always remained under 9 bars/°CA whatever the equivalence ratio or the ignition timing were.  

(a) (b) 
Fig.  22. Maximum in-cylinder pressure vs spark advance (a) and maximum pressure gradient (bar/°CA) vs 

spark advance (b) 
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Fig.  23. Engine combustion analysis represented by burn angles (CAXX) and their standard deviation from 
300 engine cycles vs spark advance (SA) 

Following a first-order combustion analysis ignoring wall heat losses, it appears that the start of 
combustion denoted by CA10-SA is quite stable (standard deviation of CA10 < 1°CA) and only 
marginally depends upon the spark advance, i.e., the thermodynamic conditions at ignition and the 
global equivalence ratio, reflecting stratification.  

Differences are much more important during the flame propagation (CA50-CA10) and the end of 
combustion (CA90), where the influence of the equivalence ratio becomes more noticeable. For 
equivalence ratio 0.40, combustion is clearly slowing down because of a high influence of the in-cylinder 
temperature decrease during the expansion stroke. Nevertheless, as it is illustrated in Fig.  24 with a 
comparison of the CA90 PDF distribution for equivalence ratios 0.40 and 0.50, the increase in standard 
deviation with the leanest mixture is not linked to any “very long” combustion (only very few cycles have 
a CA90 of +2°CA versus the average) but to some dispersion around the mean value. 

In conclusion, the combustion system remained robust in ultra-lean mode, allowing to take benefit of 
the lower heat dissipation to the walls.  

Fig.  24. PDF of CA90 at equivalence ratio 0.40 (green) and equivalence ratio 0.50 (blue) at SA=-12°CA 

3.3.1 Brief comparison with a pent-roof combustion chamber 

Fig.  25 and Fig.  26 compare the engine test results of the Dome engine to a conventional pent-roof 
chamber, both having identical dimensions, engine components (piston, injector etc.) and compression 
ratios. Thanks to a high tumble motion and a significantly higher turbulent kinetic energy (TKE), 
combustion is significantly quicker with the pent-roof design, especially during the flame propagation 
until CA90. Nevertheless, this potential advantage is not reflected by any improvement in terms of 
thermal efficiency or combustion stability, probably due to significantly higher wall losses associated 
with the pent-roof design. In future, this comparison is planned to be established on more engine 
operating conditions. 
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Fig.  25. Combustion stability (COV IMEPg) and gross indicated thermal efficiency (ITE) vs spark advance 
(SA) at equivalence ratio 0.50 for Dome (blue) and Pent-roof (orange) engines 

Fig.  26. Indicated efficiency comparison between Dome and Pent-roof engines at individual best spark-
advances (SA) 

4 3D CFD modelling 
4.1 Simulation setup 
In this study, the computational work was carried out employing the commercial Computational Fluid 
Dynamics (CFD) software CONVERGE [18,19]. The engine simulations were performed using the full-
cycle approach with calculations commencing at the exhaust valve opening. The initial conditions inside 
the combustion chamber at the exhaust valve opening were derived from a dedicated one-dimensional 
GT-Power three-pressure analysis (TPA) simulation.  
Mesh generation was executed dynamically by CONVERGE during runtime, with grid size adjustments 
made throughout the simulation. A base grid size of 2.5 mm was used which was supplemented by 
fixed embedding and adaptive mesh refinement (AMR) inside the whole computational domain.  
During the hydrogen injection, the grid size was refined to 78 µm in the injector needle seat area using 
the fixed embeddings. Subsequent embedding cylinders were introduced downstream of the injector tip 
to adequately capture the flow characteristics of the high-velocity hydrogen jet. Furthermore, AMR 
criteria based on velocity, temperature, and hydrogen mass fraction were used to facilitate grid 
refinement beyond fixed embedding zones, resulting in a maximum grid count of approximately 3.5 
million cells during injection events. This meshing criterion was identified by a separate validation of the 
H2 jet penetration (longitudinal and lateral) against the dedicated schlieren measurements. 
To accurately model ignition initiated by spark deposition, grid refinement to 78 µm was implemented 
in the vicinity of the spark plug electrodes. The grid size was maintained between 312 µm and 625 µm 
during the complete combustion event.  
The simulation time-step was defined using a variable time step algorithm, with a limit on maximum 
CFL number at 1. The pressure implicit with splitting of operators (PISO) algorithm [20] was used for 
resolving the pressure-velocity coupling.  
Hydrogen demonstrates real gas behaviour and heats up on expansion. Therefore, the Redlich-Kwong-
Soave real gas equation of state was used for the gas simulation. Turbulence was modelled using 
Renormalization group k-epsilon (RNG k-ε) RANS type turbulence model [21]. Heat transfer between 
the gas and walls was modelled using Han and Reitz model [22]. To address the high mass diffusivity 
of hydrogen relative to other fuels and its consequential impact on flame speed, local mixture average 
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diffusion coefficients were computed from a transport.dat file [23]. Finally, the SAGE detailed chemistry 
solver was opted for modelling the combustion utilizing the chemical kinetics model developed by 
CRECK modelling group [24,25,26]. 

In this study, Computational Fluid Dynamics (CFD) simulations were conducted at two distinct engine 
operating conditions: 2000 rpm x 16 and 6000 rpm x High load. Experimental data was pre-existing for 
the former condition and was employed to validate the predictive capabilities of the CFD model. 
Subsequently, the validated model parameters were applied at 6000 rpm x high load to predict the 
engine performance and associated challenges. 

4.2 2000 rpm x 16 bar, ф=0.50 
At this operating point, the available experimental data was used to define the boundary conditions for 
the CFD simulation. Thus, the crank-resolved intake and exhaust pressures, along with measured 
intake and exhaust gas temperatures were applied to the inflow and outflow flow boundaries, 
respectively. During the engine testing, hydrogen injection was executed at 25 bar of rail pressure, 
commencing at 140°bTDC. A delay of approximately 0.67 milliseconds was estimated between 
electrical command and actuation of the injector needle by comparing the measured in-cylinder 
pressure signal with the isentropic compression curve as shown in Fig. 27. Later on, the same was 
applied for precising the start of injection timing in the CFD simulations. 

Fig. 27. Delay in the actuation of injector needle 

Firstly, the cold flow simulations (without hydrogen injection) were performed to clearly understand the 
air-flow dynamics in the combustion chamber and to anticipate its subsequent impact on air-fuel mixing 
and combustion. Then, the simulations incorporating hydrogen injection and combustion modelling 
were performed. Fig.  28. compares the evolution of turbulent kinetic energy (TKE) in the main chamber 
(M/C) and Dome from the CFD simulations excluding and including the hydrogen injection. During 
hydrogen injection, the TKE increases in both chambers before gradually dissipating towards the end 
of the compression stroke, a common observation in flat cylinder head designs. It is worth noting that 
the TKE near the firing top dead center (TDC) was found to be approximately 2.5 times higher in both 
chambers with hydrogen injection compared to the fully aerodynamic scenario, which potentially 
supported the flame propagation during the engine testing at this operating point. 

(a) (b) 
Fig.  28. Turbulent kinetic energy evolution with and w/o H2 injection in M/C (a) and Dome (b) 
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Fig. 29. depicts the air flow pattern in the M/C and Dome towards the latter stages of the compression 
stroke. The velocity vectors demonstrate the movement and flow structures highlighting the two key 
observations: the movement of gases from M/C towards the Dome due to compression and an anti-
clockwise rotational flow motion within the Dome. Later on, this flow pattern was identified to influence 
the trajectory of fuel jet and the transportation of relatively richer mixture from M/C towards Dome (Fig.  
30., Crank Angle = -40°, -20°). 

Crank Angle = -60° Crank Angle = -40°  Crank Angle = -20° Velocity 
(m/s) 

Fig. 29. Velocity field and vectors in vertical plane demonstrating the air flow dynamics between M/C and 
Dome towards the end of compression stroke from a fully aerodynamic simulation without H2 injection 

Fig.  30 focuses on the hydrogen injection and mixture preparation. The hydrogen injection was 
performed post IVC, between 132°bTDC and 109° bTDC. In the absence of pronounced bulk flow 
motion and weaker turbulence for this engine, the mixing mechanism predominantly relies on the 
available mixing time. This mixing window was estimated to be around 9 milliseconds between the end 
of injection (EOI) and firing TDC. The hydrogen injection and mixing process is represented in Fig.  30 
with the help of 2D cut planes. The hydrogen injection takes place at sonic velocity as the ratio of rail 
pressure and combustion chamber pressure remains beyond 1.90. Consequently, the jet trajectory 
remains vertical and undisturbed by the mean air-flow pattern in the combustion chamber. Then, it 
collides with the piston and travels along both the piston and the cylinder liner. As depicted in Fig.  30 
(b,c,d), the upward displacement of the jet is more prominent on the intake side (the left part of the 
combustion chamber) compared to the exhaust side. This was potentially caused by the airflow pattern 
inside the combustion chamber, as previously described in Fig. 29. 

(a) (b) (c) (d) (e) (f)
Crank Angle = 

-125°
Crank Angle = 

-100°
Crank Angle = 

-80°
Crank Angle =

-60°
Crank Angle = 

-40°
Crank Angle =

-20°

Equivalence ratio (ф) 

Fig.  30. H2-air mixing evolution at various crank angles illustrated by the fuel-air equivalence ratio (ф) fields in 
a vertical plane positioned between the two intake ports (1st row) and horizontal plane placed 2.5 mm below 

the cylinder head (2nd row) 

Overall, the following remarks can be made on mixture preparation based on the analysis of CFD 
results:  

• Qualitatively, the charge remained notably stratified throughout the combustion chamber, even
close to firing TDC (Fig.  30 (f)). The mixture was identified to be relatively leaner on the exhaust
side, which might have contributed to the mitigation of abnormal combustion phenomena such
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as pre-ignition and knocking, commonly initiated beneath the hot exhaust valves during test 
bed experiments. 

• Fig.  31 shows the probability density function of the equivalence ratios in the M/C and Dome.
It can be seen that the mixture demonstrates a better homogeneity in the Dome region
compared to the M/C.

• In Fig.  32., the evolution of mean equivalence ratio in M/C, Dome, and close to the spark-plug
is depicted. The mean equivalence ratio (ф) in whole the combustion chamber was 0.50 for this
operating point. Simulation results indicated a notably higher equivalence ratio (~0.60) in the
Dome compared to the M/C (~0.49). Additionally, the equivalence ratio near the spark-plug was
consistently identified as around 0.70 on different spark timing (denoted with circles), providing
favorable conditions for a stable ignition.

Fig.  31. Distribution of equivalence ratio (ф) in M/C and 
Dome at 12° bTDC 

Fig.  32. Evolution of average equivalence (ф) 
ratio in M/C, Dome and close to spark-plug 

electrodes 

Finally, the combustion modelling was realized on three different spark-timings using the SAGE detailed 
chemistry solver. Fig.  33. presents a comparison between the experimental and CFD results. Despite 
notable mixture heterogeneity in the combustion chamber, the CFD simulations satisfactorily captured 
the evolution of in-cylinder pressures with varying spark timing (Fig.  33 (a)). Fig.  33. (b-d) compare 
experimental in-cylinder pressure and apparent heat release rates from 300 test cycles with the CFD 
results. The CFD simulations consistently predicted higher peaks of heat release and notably a shorter 
end-of-combustion. One possible reason for this difference could be the lack of accuracy of the RANS 
CFD models in predicting the hydrogen and air mixing. On this aspect, we plan to validate the mixing 
prediction by CFD utilizing advanced optical diagnostics in the near future. Additionally, the state of the 
art chemical kinetics mechanisms are not validated for laminar flame speed at engine-relevant 
thermodynamic conditions which could be another potential reason for these discrepancies. Overall, 
the present CFD results could be considered in good agreement with test results demonstrating a 
reasonable model predictivity. 

Comparison of in-cylinder pressure obtained from Exp. 
average cycle (o o o) and CFD (— ) at diffent spark-

timings 

Exp. (300 cycles) 
CFD, SA= -16° 
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4.3 6000 rpm x High load, ф=0.53 
On this engine operating condition, the experimental data was not available, therefore, a constant intake 
pressure of 2.60 bar and intake temperature of 40°C were applied as inflow boundary conditions. The 
hydrogen injection was performed at 40 bar of rail pressure and an average equivalence ratio of 0.53 
was targeted in the combustion chamber to achieve a potential IMEP of 22 bar. The CFD model settings 
were maintained identical to validated 2000 rpm x 16 bar configuration.  

The objective of this task was to estimate the engine performance and associated challenges at high 
engine speed and high load using CFD simulations. Therefore, different injection strategies were 
numerically investigated to achieve the desired H2-air mixing and combustion. As the injection timing 
can have an impact on trapped air mass in the combustion chamber, the fuel injection mass was 
adjusted accordingly in the CFD simulations to compare the different configurations at the same 
equivalence ratio.

The first numerical test was performed involving a single injection post-IVC (SInj), with injection taking 
place between 132°bTDC and 68°bTDC. This allowed approximately 1.88 milliseconds of mixing time 
between the end of the injection and the firing TDC. It must be noted that the same was estimated to 
be around 9 milliseconds at 2000 rpm x 16 bar.Then, split injection with a split ratio of 70:30 was 
investigated. For the split injection, the timing of the start of the first injection (SOI-1) was set at 
260°bTDC, around the peak intake valve lift. It must be noted that the optimization of the split ratio and 
the injection timings was not considered in the scope of this work. Following this, the second injection 
commencing at 80°bTDC (SpInj) was performed. The SOI-2 was estimated to achieve a late injection 
while still guaranteeing a choked flow from the injector during the complete injection event. Fig.  34. 
Summarizes the two injection strategies tested via CFD simulations, nominated as SInj and SpInj. The 
evolution of in-cylinder trapped mass from the two configurations is highlighted in Fig. 35. As anticipated 
the split injection strategy reduced the in-cylinder trapped air mass by 6.3%.

Fig.  34. Different Fuel injection strategies Fig. 35. Trapped mass evolution inside the M/C 

(a) (b) 

(c) (d)
Fig.  33. Comparison of Experimental and CFD results in terms of in-cylinder pressure and apparent                 

heat release rates  

Exp. (300 cycles) 
CFD, SA= -8° CFD, SA= -12° 

Exp. (300 cycles) 
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Previously at 2000 rpm, the hydrogen injection boosted the turbulent kinetic energy (TKE) close to firing 
TDC in both chambers by 2.5 times, which potentially boosted the fuel burn rate as well. Fig. 36 
compares the evolution of TKE in M/C between the different simulated configurations. Compared to 
pure aerodynamic configuration, the gain in TKE in M/C was identified as 9 % when all the hydrogen 
was injected during a single injection (SInj). However, in the case of split injection, where only a portion 
of the total fuel was injected during the second injection, the increase in TKE was not observed. 

Fig. 36. Turbulent kinetic energy (TKE) evolution in M/C 

A Comparison of hydrogen injection and mixing mechanisms for two injection strategies is illustrated 
through 2D visualization planes in Fig.  37. (a,b). For single injection (SInj) configuration, the hydrogen 
injection occurred between 132°bTDC and 68°bTDC. During this interval, the pressure in the 
combustion chamber increased from 3.7 bar to 10 bar, whereas the fuel injection pressure was 40 bar. 
This meant the complete injection event occurred respecting a choked flow condition. In 2D 
visualizations, we can observe a vertical fuel jet impinging on the piston (Fig.  37 (a)). Overall, the mixing 
mechanism and trajectory of the fuel jet appear quite similar to the previously discussed 2000 rpm x 16 
bar case. However, a notably higher mixture heterogeneity was observed as depicted in Fig. 38 (a) due 
to the limited mixing time available at 6000 rpm. It's important to note that 28% of the charge in the M/C 
comprised an equivalence ratio between 0.70 and 1.60, which might lead to abnormal combustion. In 
summary, the single injection after IVC (SInj) did not provide a substantial boost in TKE close to firing 
TDC and additionally, it produced a highly heterogeneous mixture in the combustion chamber.  

A potential remedy for improving the mixture homogeneity could be early injection during the intake 
stroke. However, apart from having a penalty on volumetric efficiency, this approach could be more 
susceptible to the risk of pre-ignition as it would increase the residence time of unburnt fuel in the 
combustion chamber. Therefore, a split injection strategy was investigated as an alternative solution.  

SInj: (a) 
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SpInj. (b)

Fig.  37. H2 injection and air-fuel mixing evolution at different crank angles illustrated by the fuel-air 
equivalence ratio (ф) fields in a vertical plane positioned between the two intake ports for the 

different injection strategies 

For the split injection configuration (SpInj), the first injection was executed between 260°bTDC and 
215°bTDC, when the intake valve was fully open. As a result, the fuel jet was directed towards the 
exhaust side by incoming airflow from the intake ports as can be visualized in Fig.  37 (b). This method 
capitalized on the intake air-flow to enhance the mixing rate, while the early injection provided 
supplementary time for the mixture preparation. Overall, a temporal window of 3.8 milliseconds was 
available between the end of the first injection and the start of the second injection. Then, the second 
injection was performed between 80°bTDC and 55°bTDC. In this interval, the pressure in M/C and 
Dome was rising from 7.5 bar to 15.5 bar due to the piston compression. Consequently, the fuel jet 
penetration into the M/C was significantly reduced due to high back pressure and a large proportion of 
injected hydrogen was expected to stay in the Dome.  

The distribution of the equivalence ratio in M/C close to firing TDC is plotted in Fig. 38 (a). One can see 
that the split injection (Splnj) largely improved the mixture homogeneity in the M/C compared to single 
injection configuration (SInj) and their respective standard deviation of equivalence ratio were reported 
as 0.19 and 0.32. Additionally it must be noted that the mean equivalence ratio in M/C remained ultra-
lean (ф = 0.37) before the start of 2nd injection and even after the end of 2nd injection it was identified as 
lower (ф = 0.48) compared to the single injection case (ф = 0.50) as presented in Fig. 38 (b). The 2D 
cut planes comparing the equivalence ratio fields at 10°bTDC for the two configurations are shown in 
Fig.  39. 

(a) (b) 
Fig. 38. Distribution of equivalence ratio (ф) in M/C (a) at 10°bTDC and evolution of mean equivalence ratio in 

M/C (b) 
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SInj SpInj 

Fig.  39. The fuel-air equivalence ratio (ф) fields in a vertical plane positioned between the two intake ports 
(1st row) and horizontal plane placed 2.5 mm below the cylinder head (2nd row) at 10°bTDC 

Conversely to M/C, the heterogeneity of the mixture near firing TDC was augmented in the Dome due 
to the late second injection (Fig. 40(a) and the respective standard deviation of equivalence ratio at 
10°bTDC was registered as 0.55 compared to 0.42 for the single injection case. The delayed injection 
also resulted in a significant portion of the injected hydrogen (H2) being retained in the Dome. At 
10°bTDC, the hydrogen mass within the Dome was registered as 3.2 mg, which accounted for nearly 
52% of the fuel injected during the delayed second injection. As illustrated in Fig. 40(b), a higher mean 
equivalence ratio by 24 % was reported in the Dome near the firing TDC.  

(a) (b) 
Fig. 40. Distribution of equivalence ratio (ф) in Dome (a) at 10°bTDC and evolution of mean equivalence ratio in 

Dome (b) 

It is noteworthy that approximately 17% of the mixture within the Dome exhibited an equivalence ratio 
exceeding 1.60 (Fig. 40(a)), which was predominantly concentrated close to the spark-plug (Fig.  39). 
Considering that the peak laminar flame speed of hydrogen-air mixture occurs around an equivalence 
ratio of 1.60 (Fig.  10), the delayed injection strategy could be anticipated to yield a slower and controlled 
start of combustion in Dome. The hydrogen was injected in the Dome at a lower temperature compared 
to the mean gas temperature within it and remained there, it was projected to influence the overall gas 
temperature within the Dome. As a result, the gas temperature in Dome was identified ~10 K lower with 
split injection compared to single injection strategy. These chemical and thermodynamic factors were 
anticipated to govern a slower combustion process within the Dome. 

Subsequently, the combustion was simulated for the two configurations by applying the same spark 
timing of 10° bTDC. Fig.  41 illustrates a comparison of flame propagation between the two 
configurations, represented by iso-surfaces of gas temperature, deliberately colored according to the 
local equivalence ratio at the flame front. The visualizations confirm a relatively slower start of 
combustion and a slower flame propagation in the Dome (Crank Angle = -8 and -6°).  

As explained earlier, in M/C, the mixture exhibited significantly improved homogeneity with SpInj 
compared to SInj, which showed greater heterogeneity and a notably larger volume (on the intake side) 
occupied by the equivalence ratio between 0.70 and 1.60 at the Dome exit (Fig.  39). This mixture is 
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further compressed by the flame front and undergoes almost spontaneous combustion (-4° CA) 
consuming all the charge on intake side. Conversely, with SpInj, the flame encounters a more 
homogeneous and lean mixture at the Dome exit, leading to controlled combustion in M/C. 

SInj 

Crank Angle = -10° Crank Angle = -8° Crank Angle = -6° Crank Angle = -4° 

SpInj Crank Angle = -10° Crank Angle = -8° Crank Angle = -6° Crank Angle = -4° 

Crank Angle = 0° Crank Angle = 8° Crank Angle = 16° 

Fig.  41. The flame propagation represented by the iso-surface on temperature (=1800K) and colored       
by the equivalence ratio 

The combustion modelling results in terms of In-cylinder pressure evolution are presented in Fig. 42. A 
noticeable difference is present in the in the cylinder pressure evolution even before the onset of 
combustion (10 °bTDC) which was caused by the difference in the in-cylinder air trapped mass obtained 
with the two injection strategies. The combustion modelling predicted an extremely fast combustion with 
the single injection configuration with peak in-cylinder pressure surpassing 200 bar, whereas a normal 
combustion was observed with split injection strategy. On the other hand, the split injection strategy 
produced a controlled combustion with acceptable pressure gradient and peak in-cylinder pressure. 
The simulation results appeared in good accordance with the observations made during the analysis of 
mixture preparation in M/C and Dome.  

Fig. 42. M/C pressure evolution with crank angles obtained from CFD simulation with           
combustion modelling

In conclusion, the single injection after IVC does not appear to be a good solution for present engine 
operations at high engine speed. In first place at 6000 rpm, there is a constraint on the available mixing 
time and in the absence of predefined bulk flow motion for the present engine, the mixing process 
becomes more challenging. Alternatively, split injection appears to be a better strategy for engine 
operations at high engine speed and high load and should be investigated during engine testing. Finally, 
the engine performance was evaluated for simulation results and key performance indicators are 
highlighted in  Table 4. 
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Table 4. Summary of precited engine performance from the 3D simulations at 6000 rpm with SpInj 

Intake 
pressure 

Intake 
temperature 

Equivalence 
ratio (ф) 

Gross 
IMEP 

Gross 
ITE 

Gross 
Power 

CA50 Pmax 

(bar) (°C) (-) (bar) (%) (kw) (°CAD) (bar) 

2.60 40 0.53 22 44 % 55.8 6.8 <150 

5 Conclusions and perspectives 

The paper presented a novel engine design featuring a Dome combustion chamber tailored 
specifically for hydrogen combustion. This engine aims to achieve enhanced performance by 
leveraging weak in-cylinder bulk flow motion and charge stratification. During the preliminary 
experimental campaign at 2000 rpm x 16 bar, the engine demonstrated excellent combustion stability 
across equivalence ratios between 0.40 to 0.80. Notably, the highest gross indicated thermal 
efficiency of 46% was attained at an equivalence ratio of 0.40. The engine test results were also 
compared with a pent-roof engine design of the same dimensions which could be expected to produce 
completely different aerodynamics (TKE) and mixing behavior. Interestingly, despite having a shorter 
combustion duration with pent-roof engine, both engines demonstrated nearly identical indicated 
thermal efficiency when operating at an equivalence ratio of 0.50, most likely due to increased wall 
heat losses associated with the pent-roof engine architecture. 

Subsequently, Computational Fluid Dynamics (CFD) simulations were performed for Dome engine at 
2000 rpm x 16 bar, with an equivalence ratio of 0.50. The cold flow CFD simulations highlighted a 
significant increase in Turbulent Kinetic Energy (TKE) within the combustion chamber due to hydrogen 
injection, particularly up to firing TDC. Overall, the CFD simulation revealed notably high mixture 
heterogeneity throughout the combustion chamber, with a relatively richer mixture identified in the Dome 
compared to the M/C. Following this, combustion was modeled utilizing the SAGE detailed chemistry 
solver, and the results were compared in terms of in-cylinder pressure and apparent heat release rates. 
The CFD results demonstrated a satisfactory model predictivity for a variation of spark-advance. These 
validated model parameters were then applied to estimate the engine performance at 6000 rpm. Given 
the reduced availability of mixing time at 6000 rpm, two distinct injection strategies were evaluated 
numerically: single injection after intake valve closing (SInj) and split-injection (Splinj). The split injection 
was particularly aimed to improve the mixture homogeneity in the main chamber and it was supported 
by a late second injection after IVC. The detailed analysis of mixture preparation showed that Splnj 
appeared a more suitable for engine operations at 6000 rpm and combustion modelling predicted a 
gross indicated thermal efficiency of 44 % associated to a power density higher than 100 kW/l at 
6000 rpm. 

In the future scope of this work, the objective will be to evaluate the Split injection strategy on the engine 
test bench. Concerning the CFD, very limited data is available in the literature to evaluate the H2-air 
mixing from the CFD simulations, we look forward to its quantitative validation thanks to advanced 
optical techniques. In the present work, the combustion modelling was performed using SAGE detailed 
chemistry solver, we would like to evaluate the predictivity of flame surface density-based models which 
simultaneously incorporate the turbulence and chemistry interaction. 

112



Preliminary development of a Dome combustion chamber dedicated to hydrogen direct injection engines

References 

[1] Liebig, D., Gao, M., Brombach, J., et al., “Shell's Electrification Journey: From Green Power
Production to Charging Solutions for Mobility”, 44th International Vienna Motor Symposium, 2023

[2] Reporting from the International energy agency, 2019

[3] Morel, V., et al.,“Engineering design for ammonia conversion of an existing 2,0L powertrain”, 19th
Symposium „Sustainable Mobility, Transport and Power Generation”, Graz 2023

[4] H2 vehicle of François-Isaac de Rivaz (https://medium.com/@reynaertskoenr)

[5] BMW official website (https://www.bmwgroup-classic.com)

[6] Luef, R., Heher, P., Hepp, C., et al., “Konzeption und Entwicklung eines Wasserstoff- / Benzin-
Motors für den Rennsport”, 8. Tagung "Gasfahrzeuge", Stuttgart, 2013

[7] Maio, G., Boberic, A., Giarracca, L., Aubagnac-Karkar, D. et al., “Experimental and Numerical
Investigation of a Direct Injection Spark Ignition Hydrogen Engine for Heavy-Duty Applications,”
International Journal of Hydrogen Energy 47, no. 67, 29069-29084,2022.

[8] Chi, Y., Shin, B., et al., “Hydrogen Engine for a Passenger Car Hybrid Powertrain: Attractive
Solution for Sustainable Mobility”, 44th International Vienna Motor Symposium, Vienna, 2023

[9] Beduneau, J., Doradoux, L., Meissonnier. G., et al., “An Affordable CO2 Free Propulsion System –
H2ICE on the Road”, 44th International Vienna Motor Symposium”, Vienna, 2023

[10]  Libert, C., Perrot, N., Gautrot, G., et al., “HyMot - A H2 Engine optimized for LCV - Simulations &
Design”, SIA Powertrain, 2023

[11]  Bevilacqua, V., Gallo, A., Böger, M., “Hydrogen Combustion Engine – High Performance, No
Emissions”, 44th International Vienna Motor Symposium”, Vienna, 2022

[12]  Medda, M., Calia, V., et al., “Challenges and Opportunities in developing a Hydrogen High Specific
Power SCE in the roadmap towards zero net GHG”, 32nd Aachen Colloquium Sustainable Mobility,
2023

[13] Pelzetter, R., Claudius, S., et al., “MTZ worldwide”, 2023

[14]  Dober, G., Piock, W. et al., “On the road experience with a LCV H2ICE: A practical path to eliminate
emissions”, 32nd Aachen Colloquium Sustainable Mobility, 2023

[15]  Kim, H. J., et al., “Numerical Calculation of Minimum Ignition Energy for Hydrogen and Methane
Fuels”, KSME International Journal, Vol. 18 No. 5, pp. 838~846, 2004

[16]  Dahoe, A. E., “Laminar burning velocities of hydrogen–air mixtures from closed vessel gas
explosions”, Journal of Loss Prevention in the Process Industries 18 (2005) 152–166

[17]  A., Foucher, F., and Doradoux, L., "Hydrogen Jet Characterization of an Internal Combustion
Engine Injector Using Schlieren Imaging," SAE Technical Paper 2023-01-0301, 2023

[18] CONVERGE version 3.0 Manual. Convergent Science, 2020

[19]  Morel, V., Gorgoraptis, E., Kumar, D., Houillé, S., Dumand, C., Lafetta, O., “Numerical and
Experimental Investigations of Spark-Assisted Compression Ignition Combustion Using E10
Gasoline,” Aachen Colloquium Automobile and Engine Technology, 2020

113

https://www.bmwgroup-classic.com/


Speciation measurements in jet-stirred and flow reactors”, Combustion and Flame 161.11 (2014):
2765-278

[20] Issa, R., “Solution of The Implicitly Discretised Fluid Flow Equations by Operator-Splitting”, Journal
of Computational Physics”, 62,46-65,1986

[21] Yakhot, V., Orszag, S.A., Thangam, S., Gatski, T.B. & Speziale, C.G., "Development of turbulence
models foeitz, R.D., “A Temperature Wall Function Formulation for Variable Density Turbulent
Flows with Application to Engine Convective Heat Transfer Modeling”, International Journal of Heat
and Mass Transfer, 40, 613-625, 1997

[23] Gomez-Soriano, J., Sapkota, P., Wijeyakulasuriya, S., D'Elia, M. et al., "Numerical Modeling of
Hydrogen Combustion Using Preferential Species Diffusion, Detailed Chemistry and Adaptive Mesh
Refinement in Internal Combustion Engines", SAE Technical Paper 2023-24-0062, 2023.

[24] Kéromnès, A. et al. “An experimental and detailed chemical kinetic modeling study of hydrogen
and syngas mixture oxidation at elevated pressures”, Combustion and Flame 160.6 (2013): 995-1011

[25] Metcalfe, W. K., et al. “A hierarchical and comparative kinetic modeling study of C1− C2
hydrocarbon and oxygenated fuels”, International Journal of Chemical Kinetics 45.10 (2013):
638-675

[26] Burke, Sinéad M., et al. “An experimental and modeling study of propene oxidation. Part 1:
Speciation measurements in jet-stirred and flow reactors”, Combustion and Flame 161.11 (2014):
2765-278

P. Gastaldi, D. Kumar, G. Milan, M. Chandelier, R. Drevet, G. Dober114



THIESEL 2024 Conference on Thermo- and Fluid Dynamics of Clean Propulsion Powerplants 

Development of a Direct-Injection Hydrogen Combustion System 
Based on a Flat-Deck Swirling Concept.
D. Gessaroli1, F. C. Pesce1, A. Vassallo1, R. Golisano2, N. P. Sacco2, and S. Scalabrini2 ,S. Molina3, M.
Olcina-Girona3,

1DUMAREY Torino. Italy 

E-mail:  davide.gessaroli@dumarey.com
Telephone: +39 334 6402595

2PUNCH Hydrocells. Italy 

E-mail: roberto.golisano@dumarey.com
Telephone: +39 335 8766211

3CMT – Clean Mobility & Thermofluids. Universitat Politècnica de València. Camino de Vera s/n, 46022 
Valencia, Spain. 

E-mail: cmt@mot.upv.es 
Telephone: +(34) 963 877 650 

Abstract. 
Decarbonization of the energy and transportation systems is a major effort being pursued 

through a combination of several technologies, and the usage of hydrogen - both as an energy vector 
and as a fuel itself for Internal Combustion Engines (ICE) - is considered one of the key players. Con-
cerning hydrogen usage as a fuel for ICE, there are several characteristics that make it suitable as a 
substitute for traditional fuels: its high calorific power, its good propensity to operate in a wide range of 
air-fuel ratios, and the complete absence of carbon. In turn, these features significantly reduce NOx and 
virtually eliminate HC and CO emissions vs a conventional engine. 

Despite such favourable characteristics of hydrogen, controlling its combustion requires exten-
sive knowledge of its properties, such as managing combustion anomalies and employing different strat-
egies to maximize performance and minimize emissions under all operating conditions. 

Direct-injection of hydrogen is probably the most important single technology that allows to 
tackle the above challenges while improving engine performance versus a traditional Port-Fueled injec-
tion. 

In this paper, the authors discuss the results achieved on a single-cylinder engine fitted with 
direct hydrogen injection, based on a flat-deck swirling concept. The test campaign highlights the main 
effects of hydrogen combustion under different engine conditions and different parameter settings such 
as lambda, EGR and hydrogen injection features (including pressure and phasing). The primary goal is 
to achieve efficiency and performance levels of a typical Diesel engine combined with significantly lower 
criteria pollutants emissions. 

Notation (optional) 
CO: Carbon monoxide 

CO2: Carbon dioxide 

COVIMEP: Covariance of IMEP 

CR: Compression Ratio 

EGR: Exhaust Gas Recirculation 

GHG: Greenhouse Gases 

H2Exh: Hydrogen in the exhaust 
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HC: Hydrocarbons 

HICE: Hydrogen Internal Combustion Engine 

ICE: Internal Combustion Engine 

IMEP: Mean Indicated Pressure. 

ISNOx: Indicated NOx emissions. 

MAPO:             Maximum Amplitude Pressure Oscillation 

NOx: Nitrogen oxides 

SoI: Start of Injection (CAD after TDC) 

TDC: Top Dead Center 

Texh: Exhaust temperature 

λ:   Air–fuel equivalence ratio 

1. Introduction
In recent years, the quest for sustainable energy solutions has intensified, driven by pressing 

environmental concerns and the imperative to mitigate climate change. Reducing greenhouse gas 
(GHG) emissions is crucial to mitigating the global warming effect. At the European Union, the European 
Green Deal aims to achieve zero net greenhouse gas emissions by 2050. By 2030, the interim target is 
to reduce GHG emissions by 55% compared to 1990 levels. Transportation represents a substantial 
source of GHG emissions, accounting for approximately 32% of the carbon dioxide (CO2) emissions in 
Europe [1]. 

Consequently, the transportation sector is now confronted with novel challenges concerning 
stringent vehicle tailpipe emissions and the urgent need to curtail CO2 emissions, thereby propelling the 
sector towards decarbonization. In response to these imperatives, research within the automotive in-
dustry has actively pursued alternative solutions for the medium and long-term horizons. In this pursuit, 
hydrogen has emerged as a promising alternative fuel with the potential to revolutionize the automotive 
industry and pave the way towards a carbon-neutral future. Hydrogen offers a compelling solution to the 
challenges posed by traditional fossil fuels, presenting an opportunity to decarbonize transportation and 
reduce harmful emissions. Its production can be integrated with renewable energies serving as an en-
ergy vector. Moreover, in the transportation sector, it can be used as a fuel in alternative Hydrogen 
Internal Combustion Engines (HICE), thus allowing the utilization of technology that is available today 
with certain modifications. Retrofitting changes of gasoline or diesel engines to hydrogen are commonly 
found in the literature. Additionally, it is also used as an additive as a combustion enhancer for other 
fuels such as gasoline [2,3] or natural gas [4].  

However, the use of hydrogen as a fuel also introduces new challenges for the development of 
robust and efficient systems. Anomalous combustion events and nitrogen oxides (NOx) emissions are 
among the primary concerns associated with hydrogen power plants. To address these issues, it is 
imperative to reduce combustion temperatures to mitigate NOx emissions and prevent knocking tenden-
cies. Dilution has proven to be a valuable strategy in maintaining these emissions at low levels while 
optimizing engine performance [5,6].  

Another fundamental aspect is mixture formation. In many research papers, authors pointed out 
that direct injection has noteworthy advantages over a port fuel injection [7], such as higher power out-
put, higher efficiency, the possibility of mixture stratification [8,9,10,11] to control NOx-formation and 
reduce heat losses and above all to mitigate combustion abnormalities such as back-firing and pre-
ignitions. By controlling the timing of the intake valve closing and exhaust valve opening, researchers 
achieved an impressive 42.2% brake thermal efficiency (BTE) [12]. Despite direct injection help to pre-
vent backfires, the risk of pre-ignition persists [13], particularly due to the low minimum ignition energy 
of hydrogen [14]. Recently efforts had been made to overcome this situation, a new model for predicting 
and preventing combustion anomalies was generated [15] to make possible a safe and efficient opera-
tion of the hydrogen internal combustion engine. Nevertheless, hydrogen DI technology is on develop-
ment [16], more research is still needed on the subject. 

In this study, two main objectives are pursued. Firstly, the feasibility of achieving high-power 
points utilizing hydrogen as fuel for ICE while concurrently maintaining low levels of NOx emissions. 
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Combustion stability and knock mitigation have been relevant parameters which limited engine operat-
ing conditions. To achieve this, a comprehensive investigation is conducted, several conditions were 
tested on a research single-cylinder engine. Secondly, a practical solution to mitigate transient waiting 
times, which often arise due to the substantial flow rates required to achieve high power levels, is pro-
posed. To address this challenge, the adoption of a post-injection strategy is advocated, which is be-
lieved to hold promise in optimizing engine performance and enhancing operational efficiency during 
transient conditions. Post injection consists of an injection in the expansion stroke with the objective of 
increasing the temperature of the exhaust gases. By addressing these key factors, this research aims 
to contribute valuable insights into the development of environmentally sustainable and high-perfor-
mance hydrogen engines. In this sense, the study brings together current technologies and strategies 
to be applied and re-adapted to the external factors, contributing to the current knowledge gap. 

2. Experimental tools

The experiments were conducted on a single-cylinder SI engine with a displacement of 489.1 
cm3. The main engine specifications are listed in Table 1 for reference. Engine layout is shown at Fig. 
1. The engine is featured an 83 mm bore diameter and a stroke of 90.4 mm, resulting in a compression
ratio (CR) of 10.6:1. It operated with a single cylinder and had a rod length of 145 mm. The cylinder was
equipped with 2 intake and 2 exhaust valves. Crankcase is ventilated to avoid reach high hydrogen
concentration conditions which could ignite. Fuel injection was achieved through direct injection at a
maximum pressure of 40 bar, specifically with hydrogen. A conventional spark-plug ignition system was
employed for all experimental tests. Fuel delivery was facilitated by a medium-pressure DI injection
system with a maximum injection pressure of 40 bar. The DI system ensured that the injection duration
was sufficiently short to inject the required fuel quantity as the injection approached the top dead center
(TDC). Injection duration served as a parameter for controlling the injected fuel quantity.

Fig. 1. Test cell layout. 
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In the experimental setup, the test cell and engine are equipped with essential features to ensure 
accurate and controlled testing conditions. The dynamometer utilized is the AMK Type ACWA 160, 
boasting a nominal power output of 60 kW and a maximum torque capacity of 500 Nm, enabling precise 
measurement and control of engine performance. Furthermore, the oil/water conditioning unit, designed 
by CMT, ensures optimal operating conditions for the engine throughout testing procedures. This unit is 
complemented by the Bronkhorst F-113AC-1M0 H2 meter, which facilitates the measurement of hydro-
gen flow, essential for evaluating the performance of hydrogen-powered systems. Additionally, an ex-
ternal compressor, specifically the Atlas Copco ZA-1, with a maximum pressure of 3.5 bar (abs) and a 
flow rate of 450 m3/h, is employed to maintain consistent air supply to the engine. To further enhance 
air quality, an Atlas Copco FD 380W air dryer is integrated into the setup, ensuring that the air provided 
to the engine is free from moisture and contaminants, thereby contributing to precise and reliable testing 
outcomes. The gas analysers utilized in our study encompass cutting-edge technology to comprehen-
sively assess exhaust emissions and combustion characteristics. Among these, the Horiba MEXA 7100 
DEGR stands out as a versatile instrument capable of measuring a range of critical gases, including O2, 
CO, CO2, HC, NOx, N2O, and EGR (for hydrocarbon fuels only), providing a holistic understanding of 
engine performance. Additionally, the H2 exhaust analyzer by ADEV E210126 plays a crucial role in 
quantifying hydrogen emissions, offering valuable data for evaluating the environmental impact of hy-
drogen-powered systems. Together, these state-of-the-art gas analyzers form a comprehensive suite of 
tools, enabling thorough characterization and analysis of exhaust gas composition and engine opera-
tion. 

Typically, a flat-deck design refers to an engine cylinder head that has a flat surface, as opposed to a 
more contoured or recessed design. This can influence how air and fuel mix within the combustion 
chamber. Swirl, organized fluid rotation about the cylinder axis, is usually generated by bringing the air 
into the cylinder with net angular momentum about the cylinder axis. It is used in smaller higher speed 
diesel engines to promote more rapid fuel-air mixing, and also in spark-ignition engines to increase the 
engine’s combustion rate. 

Table 1. Main engine specifications. 

Number of cylinders 1 
Number of strokes 4 
Bore 83.0 mm 
Stroke 90.4 mm 
Displaced volume 489.1 cc 
Connecting rod length 145.0 mm 
Compression ratio 10.6 
Injection systems DI (max. 40 bar H2) 
Ignition system Spark (spark plug) 
Valves per cylinder 2 intake, 2 exhaust 
Geometry Flat-deck swirling 

3. Methodology
The methodology employed in this investigation aimed to assess hydrogen combustion under 

various operating conditions and injection strategies in a single cylinder SI research engine. For this 
research, a multitude of data points were collected to determine the most significant effects on the hy-
drogen engine parameters. To minimize measurement uncertainties, each test was repeated three 
times. Each test consists of 200 combustion events. The results presented in the following sections 
represent the average values of the parameters under study.  

To ensure consistency and relevance in engine performance analysis, the research activities 
were conducted under meticulously defined operating conditions. Three distinct engine speed conditions 
were chosen, each representing high load scenarios: 
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• High load and high Speed: Operating at 3000 rpm (3000@HL)

Additionally, sweep post-injection activities were conducted under the following condition: 

• Low speed & Low load (1500@LL)

4. Results

This section presents the outcomes of the studies conducted in the research work. Initially, the 
results of high load are outlined, followed by an exposition of the findings from post injection analysis. 

4.1 High load 

The scientific literature extensively attests to the merits of lean combustion, encompassing the 
reduction in thermal losses, NOx emissions, and decreased susceptibility to knock, among other ad-
vantages. With increasing load, ISNOx experiences a corresponding uptick, attributable to heightened 
pressure and temperature within the combustion chamber. Higher λ values reduce thermal NOx for-
mation mechanism and helps reaching higher load with low NOx emission levels. Also, a delayed com-
bustion phasing reduces these emissions. Figure 2 displays the results of the test matrix conducted for 
high load activities, at different λ values and air mass flowrate values. Under high load conditions (IMEP 
range approx. from 15 to 22 bar), discernible patterns emerged across different operating speeds. λ is 
calculated using air a fuel mass flowrates. 

• High load and low Speed: Operating at 1500 rpm (1500@HL)
• High load and mid Speed: Operating at 2000 rpm (2000@HL)
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Fig. 2. ISNOx emission levels, COVIMEP, and MAPO results under different combustion phasing, λ and air mass 
flow quantity values. 
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In this research article, it is delved into critical engine aspects of knocking tendency and stability 
represented as knocking amplitude (MAPO), and the covariance of IMEP (COVIMEP), which play pivotal 
roles in determining engine safety conditions. It is explored the text matrix finding different conditions of 
knock tendency and stability, avoiding points which exceed excessive values of these parameters. Mean 
MAPO values and the maximum MAPO value of each condition are displayed. 

As engine speed increase, combustion stability becomes susceptible to disruption, leading to a 
rise in COVIMEP. Lower λ value conditions help in mitigating such instabilities, alongside positioning 
CAD50 closer to Top Dead Center, thus minimizing combustion irregularities. These effects are widely 
acknowledged in the domain of engine research. Notably, a significant portion of data points exhibit 
COVIMEP below 4%, signifying stable combustion conditions.  

In terms of knock, the effects of higher engine speed include an increase in the amplitude of 
knocking cycles. A higher engine speed contributes to reach higher temperature conditions at the en-
gine, which could increase knocking tendency. At maximum MAPO values graph it is shown high am-
plitude knocking occurring. However, mean MAPO values remain within acceptable thresholds, most of 
the points present MAPO values below 3 bar, as it possible to observe at Fig. 2. While MAPO max 
indicates occasional high-amplitude knocking occurrences, it seems infrequent phenomena. Knocking 
occurs probably induced by a hot spot. At the highest engine speed (3000 rpm), feasibility constraints 
were encountered in achieving IMEP levels close to 20 bar. Elevated MAPO values were recorded, 
indicating increased knock activity. Additionally, COVIMEP exhibited higher variability, signifying less sta-
ble combustion conditions compared to lower engine speed values. The results underscore the chal-
lenges associated with achieving high IMEP levels at elevated engine speed values and emphasize the 
importance of monitoring knock behavior and combustion stability for optimizing engine performance 
and emissions. 

In pursuit of environmentally sustainable engine operations, optimizing ISNOx, and engine load 
emerges as a critical focus. This entails achieving high loads while minimizing NOx emissions. As indi-
cated by the increase in IMEP, ISNOx experiences a corresponding rise due to heightened pressure and 
temperature in the combustion chamber. Nonetheless, it is essential to acknowledge the inherent sus-
ceptibility to knocking phenomena at high loads. Thus, a delicate balance between load optimization 
and knock mitigation strategies becomes imperative for achieving desired performance outcomes while 
adhering to emission standards. 

The primary objective of this study is to evaluate the viability of a high-load hydrogen engine. In 
Figure 3, a selection of data points from the test matrix has been undertaken to minimize NOx emissions, 
indicating a concerted effort towards emission reduction. The optimization strategy is focused on the 
reduction of ISNOx, while also taking into account constraints related to stability and knock amplitude. 
This approach underscores the multifaceted nature of engine optimization, where considerations for 
emissions, performance, and operational stability are intricately intertwined.  

The selected data points reveal the following trends. As long as the airflow allows for an increase 
in λ, the engine calibration should prioritize conditions with high λ and delayed CAD50. This approach 
is suitable for low to medium engine loads. However, for higher loads, it becomes impractical to increase 
airflow to the same extent. Consequently, λ needs to be reduced, and the combustion timing needs to 
be advanced. To achieve high load points, a λ value of 2 is targeted, along with advancing CAD50. 
These conditions result in high ISNOx emissions. Nevertheless, this effect is only observed at the most 
demanding operational points. 

As a result of this calibration, the majority of the selected conditions demonstrate high λ values, 
which contribute to maintaining low ISNOx levels, as well as low MAPO results, even under high loads.  
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Fig. 3. Optimization results of the test matrix. 

122



Development of a Direct-Injection Hydrogen Combustion System based on a flat-deck swirling concept 

These findings provide crucial insights into the performance characteristics of the engine under 
full load conditions across a spectrum of operating speeds. Particularly noteworthy are the observations 
that elucidate the intricate trade-offs among emissions, combustion efficiency, and load optimization 
strategies, thus highlighting the multifaceted nature of engine operation, especially under high load con-
ditions. The optimization process underscores the imperative of charge dilution to mitigate knock ten-
dency and NOx emissions. From the necessity for quicker control in highly diluted scenarios and the 
urgency to shorten reaction times between different points, the concept of employing post-injection strat-
egies arises. This method, characterized by an injection during the expansion stroke, serves to elevate 
the temperature of exhaust gases, thereby supplying the energy necessary to propel the turbocharger 
at this high λ conditions during transient conditions. 

Figure 4 illustrates the significant outcomes of post-injection, notably showcasing a substantial 
increase in exhaust temperature, which serves as its primary purpose. Remarkably, the rate of tem-
perature change exhibits a peak at the onset of injection. Furthermore, hydrogen presence in the ex-
haust gases arises from late injections during the expansion stroke, attributed to reduced time and low 
oxygen levels leading to incomplete combustion. This phenomenon results in a portion of the fuel exit-
ing the cylinder prematurely through the exhaust valve, potentially affecting engine exhaust line sys-
tems. Further research is warranted to thoroughly investigate the consequences of high concentra-
tions of hydrogen, taking in to account the Lower Explosion Limit concentrations (LEL). Despite the 
rise in NOx levels due to heightened temperatures associated with post-injection, the impact remains 
relatively modest, highlighting the nuanced effects of this optimization strategy. 

Fig. 4. Main effects of post injection. 

The research outcomes underscore the significance of key parameters associated with post-
injection, notably λtotal, and injection timing. Effects on exhaust temperature (Texh), ISNOx, rate of change 
of exhaust temperature (ΔTexh), and H2 emissions are analyzed. 

Exhaust temperature exhibits at Fig. 5 a general increase as reducing λtotal values. Also, a con-
sistent trend of Texh with SoI is found. Notably reaching the peak at an early Start of Injection for each 
λtotal level, as λtotal is closer to the stoichiometric as early is located the peak. The reduced time to be 
burned for hydrogen injected on the post injection are probably the main cause of this trend. Exhaust 
temperature gradient mirrors this pattern closely, reaching the maximum ΔTexh value at less diluted con-
ditions (λtotal =1 and 1.1). 

4.2 Post-Injection 

123



D. Gessaroli, et al.

In terms of emissions, ISNOx levels reach their peak at λtotal = 1, showcasing a notable associ-
ation with significantly delayed SoI values. Furthermore, H2 emissions surge with higher λ values and 
delayed SoI, reflecting a direct correlation between injection frequency and elevated H2 levels in the 
exhaust. This phenomenon likely arises from diminished oxygen availability for oxidation and limited 
time for adequate mixing. These trends require a more in-depth analysis to understand why delaying 
post-injection leads to an increase in nitrogen oxide emissions. 

Fig. 5. SoI and λtotal sweep for post injection results. 

Table 2. delineates optimal results for SoI concerning λtotal, Texh, and ΔTexh, offering crucial insights for 
potential calibration optimization in this technological realm. Optimal values for SoI which maximize 
exhaust temperature and increment of temperature are shown.  For λ=1.3, SoI =110 and 120 CAD reach 
similar values. 

Table 2. Optimal SoI values for different variables, increment of temperature and final exhaust temperature. 

λTotal (-) 

Optimal SoI (CAD) 1.0 1.1 1.3 1.5 

Texh (°C) 90 100 110/120 120 

Texh (°C) 90 100 110/120 120 

Conclusions 

In conclusion, this research underscores the potential of Hydrogen Internal Combustion Engine 
with Direct Injection as a promising contender for realizing a carbon-free future power plant. The flat 
deck swirling concept demonstrates the capacity to deliver high power outputs while maintaining favor-
able emissions profiles. 

A notable finding of this study is the identification of operating points where high load outputs 
align with low Specific NOx emissions levels. Through adjustments such as delaying combustion phas-
ing, employing high dilution ratios, it was possible to achieve reduced NOx emissions while ensuring 
combustion stability and managing MAPO effectively. 
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Moreover, the investigation reveals the potential of Post-injection strategies to increase exhaust 
temperature, and further mitigate NOx emissions, with acceptable levels of hydrogen (H2) emissions in 
the exhaust. This underscores the versatility of HICE-DI in addressing emissions concerns across di-
verse operating scenarios. 

While these findings highlight the promise of HICE-DI technology, further research and devel-
opment efforts are necessary to optimize its implementation. Particularly, addressing challenges related 
to transient performance and emissions control will be crucial. By advancing HICE-DI technology and 
continuing to innovate in this field, it can accelerate progress towards a sustainable and environmentally 
friendly energy landscape. 
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Abstract. 

In the critical context of global warming, the diversification of the energy sources is urgently 
required. Regarding mobility, in addition to vehicles electrification and advanced biofuels, hydrogen 
holds the potential to address significant emission reduction for internal combustion engines. This ap-
proach preserves the advantages of current fossil fuel engines, such as established and proven tech-
nology, long lifespan, controlled costs, and an exceptionally low carbon footprint. Hydrogen is conven-
ient for heavy-duty and off-road applications for which battery capacity is challenging. 

Currently, two approaches cohabit in the engineering of hydrogen internal combustion engines: 
the adaptation of a Diesel-based engine or the design of a brand-new engine dedicated to hydrogen. 
The main goal of the presented study is to establish the specifications for a dedicated hydrogen direct 
injection combustion system designed for heavy-duty applications.  

The key features of the combustion system have been defined through numerical analysis, fo-
cusing on the main challenges of hydrogen combustion engine:  fuel/air mixing quality, combustion pro-
cess, and resistance to abnormal combustions. 

The 3D simulation of the final optimized design demonstrates the potential for improved effi-
ciency and low emissions in a dedicated hydrogen direct injection engine, compared to retrofitting a 
Diesel-based combustion system. A heavy-duty single-cylinder engine equipped with the optimized 
combustion system has been tested on a test bench using hydrogen. A double-stage turbocharger 
model has been implemented in the loop to give realistic conditions on air loop for the single-cylinder 
engine tests. The experimental results confirm the effectiveness of the dedicated combustion system 
approach that has been highlighted with 3D simulation, particularly in terms of efficiency, low emissions 
and full-load performance. 

1. Introduction

Ground transportation is one of the main contributing emitters of Green House Gases (GHG). 
The limitation in natural resources and the continuous growth of mobility demand imply that Battery 
Electric Vehicle (BEV) will be only a part of the answer to address the carbon neutrality of ground trans-
portation sector. Hydrogen energy carrier could be an interesting solution, specifically for heavy duty 
vehicles. Indeed, for these applications (heavy trucks, buses, building and public work), using an electric 
powertrain could be a real challenge as long range and high energy density are needed, leading to a 
disproportionate mass of battery and recharging time. However, hydrogen production must be carbon-
free. Green H2 produced by water electrolysis is improving and becoming more attractive and it appears 
in the EU roadmap for 2050 carbon neutrality [1]. Hydrogen can be used in a fuel cell or in an internal 
combustion engine. This latter solution has many advantages: low-cost compared to fuel cells, re-use 
of current fossil fuel engine technology, robustness regarding ambient conditions (temperatures, vibra-
tions, dusty environment) and low-purity hydrogen compatibility [2].  

Moreover, hydrogen as a fuel has many advantages concerning its intrinsic properties for com-
bustion as shown in Table 1. Its wide flammability range and high flame speed (compared to gasoline 
and natural gas) allow, with an adapted air loop, ultra-lean combustion yielding low NOx emissions [3]. 
However, H2 combustion is not free from drawbacks. Gaseous hydrogen has a low density and thus, 
despite a high mass energy density, a low volume energy density. Those specificities will induce mixing 
issues and additional compression work. Due to its low ignition energy, hydrogen is prone to abnormal 
combustion such as for example pre-ignition or backfiring. Additionally, hydrogen internal combustion 
engines typically operate with a high air-fuel equivalence ratio (λ) to closely monitor NOx emissions, 
aiming for near-zero levels. Thus, ensuring optimal air/H2 mixture homogeneity becomes crucial, and 
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this mixing process must be optimized thanks to a combination between adapted injection strategy and 
high turbulence kinetic energy in the combustion chamber.  

Table 1. Hydrogen physical and chemical properties at 1 bar and 300 K [3] 

Properties Isooctane (Gasoline) Methane Hydrogen 
Mass diffusivity in air (cm²/s) 0,07 0,16 0,61 
Minimum ignition energy (mJ) 0,28 0,28 0,02 
Minimum quenching distance at λ=1 (mm) 3,5 2,03 0,64 
Mass lower heating value (MJ/kg) 42 50 120 
Vol. lower heating value (MJ/m3) 32000 (liquid) 35,82 (gas) 10,8 (gas) 
Density (kg/m3) 692 0,65 0,09 
Stoichiometric air-to-fuel ratio (kg/kg) 14,5 17,1 34,4 
Flammability limits in air (%vol) 1,1  6 5  15 4  75 
Flammability limits in air (λ) 1,51  0,26 2  0,6 10  0,14 
Laminar flame speed at λ=1 (cm/s) 45 48 290 

Two approaches cohabit in the engineering of H2 internal combustion engines: retrofitting a cur-
rent Diesel (or gas) engine or developing a brand-new dedicated H2 combustion chamber [4]. The ret-
rofitting concept means to operate minimum changes to the initial Diesel or gas engine basis, reducing 
the global cost of this solution. But in this case, the air loop and the combustion chamber are not fully 
optimized for hydrogen combustion.  
In this study, the brand-new dedicated H2 engine approach has been considered. A new combustion 
chamber dedicated to hydrogen direct injection (DI) combustion has been designed for heavy-duty ap-
plication, including the piston shape, the compression ratio and the intake and exhaust ducts. Then, the 
combustion system has been manufactured, and tested on a new single cylinder engine. A previous 
IFPEN paper [5] presents in detail the first phase of the study with the work done to design the combus-
tion system: this step corresponds to the first descending branch of the “V” design workflow diagram of 
a combustion chamber displayed on figure 1. 

Fig. 1. Design workflow of a combustion chamber 

The present article is dedicated to the test campaign results for the single-cylinder engine with 
this new combustion chamber dedicated to hydrogen combustion. In a first part, the engine and test cell 
features are described together with the choices made for the engine design. Then, the injection strategy 
is studied at part load, followed by the process to obtain optimal engine settings supported by simulation. 
Besides, a methodology for abnormal combustion detection at high load is discussed. The engine tuning 
strategy to reach full load is then presented. Finally, a full engine map with optimized settings is dis-
cussed as a global picture of this study. 
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2. Engine description and experimental Setup

2.1 Engine description 

The table 2 presents the main characteristics of the engine designed and built according to 
paper [5]. The tested engine is a single cylinder with a 2.147 L displacement. This engine basis repre-
sents a 6 cylinders engine with a 13 L displacement used for heavy-duty trucks. The maximum peak in-
cylinder pressure is set to 170 bar for the engine integrity at full load. The compression ratio (CR) has 
been chosen at 11.8:1. This value comes from previous IFPEN experience [6;7]. For example, 3 different 
CR (10, 12.4 and 16:1) were tested on a passenger car hydrogen single-cylinder engine, indicating that 
CR = 12.4:1 is the best trade-off between efficiency and abnormal combustion occurrence [7]. The cho-
sen 11.8:1 compression ratio is obtained thanks to a pent-roof cylinder head and a piston with central 
shallow bowl facing the direct injector and the spark plug.  

H2 is directly injected in the combustion chamber with the injector located between the intake 
ports. The injector technology is a Phinia outward opening valve nozzle. The injection pressure is set at 
40 bar for all the tests, yielding a maximum mass flowrate of 15 g/s in steady state conditions.  

The spark plug is supplied by Tenneco and is implemented vertically at the center on the cylinder 
head, close to the injector. The spark plug is chosen with a high heat range (meaning cold spark plug) 
and with reduced air gap. The material of the electrodes is platinum-free as this precious metal can be 
a catalyst for oxidation in presence of hydrogen.  

A Miller intake camshaft with Variable Valve Timing (VVT) actuator is implemented. The Intake 
Valve Opening (IVO) setting range is centered on Top Dead Center (TDC). The interest of using Miller 
strategy is detailed in the next paragraph. Besides, a standard exhaust camshaft with VVT actuator is 
implemented. The Exhaust Valve Closing (EVC) setting range is also centered on TDC.  

Table 2. Engine main characteristics 

Bore x Stroke 135 x 150 mm 

Displacement 2 147 cm3 

Connecting rod length 235 mm 

Compression ratio 11.8:1 

Valvetrain VVT on intake and exhaust camshafts / Miller strategy on intake 

Air motion SwumbleTM 

H2 injection Phinia direct injector / Max mass flowrate = 15 g/s / Injection pressure = 40 bar 

Ignition Tenneco cold spark plug with reduced air gap 

Max. admissible peak 
cylinder pressure 

170 bar 

A previous IFPEN paper [5] explains that this engine was designed using 0D and 3D simulation 
tools and IFPEN know-how according to four key points: 

 The air motion of the engine is based on the SwumbleTM concept which is a combination
of slight swirl and high tumble air motion. The two intake ports have been designed together
with a pent-roof cylinder head adapted to spark-ignited combustion as shown in figure 2.
Hydrogen combustion is done in homogeneous mode. It implies that high turbulence is
required to enhance air/H2 mixing and burning velocity. The previous paper [5] compared
swirl air motion with a flat roof cylinder head and SwumbleTM with a pent-roof cylinder head.
It was found that the latter leads to higher Turbulent Kinetic Energy (TKE) and better mix-
ture homogeneity at the vicinity of the spark plug at the combustion activation.

 The use of a cap on H2 injector nozzle changes the jet targeting. The interaction between
SwumbleTM air motion and supersonic hydrogen jet enhances turbulent kinetic energy lead-
ing to improved air/H2 mixing.

 The use of Miller intake valve improves hydrogen combustion behaviour. In the previous
study [5], it has been confirmed that Miller intake valve was an interesting trade-off for
improved air/H2 mixing, reduced temperature inside the cylinder at firing TDC and reduction
of knock tendency.

 The use of aluminium as a material for cylinder head reduces wall temperatures compared
to conventional cast iron, leading to reduced knock or even pre-ignition propensity.
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Fig. 2. Cylinder head with intake and exhaust ports 

2.2 Test cell description 

The single cylinder engine described in the previous paragraph has been installed on a hydro-
gen test cell at IFPEN in Solaize, France, to perform a test campaign as illustrated in figure 3. This test 
bench has been preliminarily modified to be compatible with hydrogen applying the methodology de-
scribed in the Verhlest and Wallner overview on hydrogen internal combustion engines [8].  

Pressurized intake air was provided by an external compressor through a sonic flowmeter. For 
all the tests, the intake temperature was controlled with an air heater between 30 and 55 °C according 
to a map depending on engine speed and intake pressure. A flap is used in the exhaust line to simulate 
the backpressure of a real double-stage turbocharging system. An in-house real-time air loop model is 
implemented on the test bed supervisor software to evaluate the exhaust backpressure and the corre-
sponding exhaust flap position. The inputs of this double-stage turbocharger system model are intake 
pressure and air fuel equivalence ratio (also referred as λexhaust). The model includes low pressure (LP) 
and high pressure (HP) compressor and turbine maps that are extracted from a real double-stage tur-
bocharged heavy-duty engine with similar unitary engine displacement. No exhaust gas recirculation 
(EGR) has been used for these tests and no water injection has been implemented on this engine. 
These two features will be implemented and tested in the next part of the project. Hydrogen is supplied 
at 40 bar to the direct injector and the hydrogen flow is measured by a Coriolis mass flowmeter located 
upstream the injector. Hydrogen is provided by Air Product with a purity > 99.95%. All actuators (ignition, 
injection, VVT) are controlled with an in-house Electronic Control Unit (ECU). Multiple closed-loop con-
trols are implemented on the supervisor software for controlling Indicated Mean Effective Pressure 
(IMEP), Crank Angle Degree for 50 % mass fuel burnt (CA50), air fuel equivalence ratio (λexhaust), air 
intake pressure and exhaust backpressure. 

Fig. 3. Architecture of the single-cylinder engine and implementation in IFPEN test cell 

Real time engine-out emissions (HC, CH4, CO, CO2, O2, NO and NO2) have been measured by 
Horiba MEXA-7100DEGR analyser. Particle number is measured by SPCS Horiba Mexa 2100. Hydro-
gen engine-out emissions are measured by a SICK GMS810 gas analyser. The reference relative air-
fuel ratio λexhaust is determined based upon the exhaust gas composition making an oxygen atomic bal-
ance. This value of λexhaust is also validated with a measure done by a UEGO λ-sensor located in the 
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exhaust line. Oil and coolant were supplied by electrically driven external pumps and temperatures were 
kept constant for both fluids at 90 °C ± 2 °C. The oil used for this test campaign is a Diesel engine oil 
referenced as Rubia Optima 1100 FE 10W30 from Total Energies.  

Combustion is monitored by an in-cylinder pressure transducer recorded with an angular reso-
lution of 0.1 CAD for 300 consecutive engine cycles. Apparent Heat Release Rate (HRR) and burnt 
mass fraction are obtained from in-cylinder pressure traces. Moreover, pressure transducers are present 
at the entrance of the intake port and at the exit of the cylinder head on exhaust port. The objective is 
to record the engine acoustics, i.e. the pressure oscillations on both intake and exhaust ports during 
engine tests. 

Fig. 4. Ternary diagram Lower/Upper Explosive Limits (LEL/UEL) for hydrogen at 20 °C and 1 bar 

It is well-known that unavoidable blow-by through piston rings during hydrogen combustion 
leads to H2 enrichment in the crankcase [9]. The gas composition in the crankcase results from a mixture 
of gases escaped from the cylinder during intake and combustion-expansion strokes. At any time, it is 
mandatory not to be in the flammability domain of hydrogen inside the crankcase. This forbidden area 
is depicted in figure 4 by a ternary diagram as a function of hydrogen, oxygen and inert gases (N2 and 
H2O) concentrations. At 20 °C, explosive conditions are obtained when Lower Explosive Limit (LEL) is 
reached, for 4 % of H2 concentration (LEL drops at 3.7 % for 90 °C). To maintain the H2 concentration 
below this limit in the crankcase, an additional pump aspirates filtered ambient air through the crankcase 
and the upper part of cylinder head. The mixture of air and blow-by gases passes then through an oil 
gas/liquid separator. 

After installing this single cylinder engine in the described test cell, a full test campaign has been 
caried out on this engine configuration and the test results are discussed in the next section. 

3. Engine test results

3.1 Injection strategy 

During the test campaign, two different injection strategies were tested at part load in steady-
state conditions at 1200 rpm engine speed and IMEP = 12 bar with no valve overlap (EVC = 0 CAD 
ATDC and IVO = 0 CAD BTDC at 1 mm valve lift) and with λexhaust set constant at 2.5 (see figure 5): 

 Injection during intake valve opening. The objective is to have sufficient time to homogenize
the air and hydrogen in the combustion chamber. Any heterogeneity must be avoided as it
leads to NOx emissions and even to pre-ignition. This injection strategy is close to port fuel
injection but without having the hydrogen transit in the intake port.

 Injection after intake valve closing. In this case, the time is reduced for air/H2 homogeniza-
tion and heterogeneities have more probability to be present in the combustion chamber.
Moreover, stratification of the fuel can occur if the Start Of Injection (SOI) is too late.
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Fig. 5. SOI variation at 1200 rpm, IMEP = 12 bar and λexhaust = 2.5 

The figure 5 presents the main results of the SOI variation. The spark timing is not kept constant 
during the variation but set to MBT timing (minimum spark timing for best torque). The Intake Valve 
Closing (IVC) corresponds to SOI = 200 CAD BTDC as depicted by the vertical blue dotted line. On 
each chart of the figure 5, results with injection during intake valve opening are on the left part of the 
curve while those with injection after intake valve closing are on the right part. At any time, the hydrogen 
jet is supersonic, since the cylinder pressure at the End Of Injection (EOI) is below half of the injection 
pressure (20 bar in this case). As the SOI varies, the injector backpressure (meaning the cylinder pres-
sure) changes too. The injection duration has then been slightly adapted between 35 to 38 CAD to keep 
the injected amount of hydrogen constant, whatever the considered SOI.  

Whatever the injection strategy, the indicated thermal efficiency is between 45.5 to 46.2 % with 
an optimum for SOI = 300 CAD BTDC for injection during intake valve opening. The calculation of vol-
umetric efficiency considers the volume of injected hydrogen, when injection is done only during intake 
valve opening. In figure 5, the volumetric efficiency is depicted in grey dotted line without hydrogen 
volume correction and in full black line with hydrogen volume correction. Considering hydrogen volume 
improves volumetric efficiency by 0.12 points during intake valve opening. It is also observed that hy-
drogen injection during intake valve opening can improve volumetric efficiency compared to the intake 
of air only, in the case of hydrogen injection after intake valve closing. This volumetric efficiency im-
provement occurs, when the hydrogen injection generates a favorable pressure oscillation within the 
combustion chamber, leading to an increment of cylinder pressure at the IVC event.  

The ratio of engine cycles with pre-ignition is also estimated thanks to the methodology ex-
plained in the following paragraph §3.3. When the ratio of engine cycles with pre-ignition is below 0.1%, 
the pre-ignition occurrence is considered as not significant, and the pre-ignition becomes prohibitive 
when this ratio increases over the threshold of 0.1%. In figure 5, whatever the injection strategy, no 
prohibitive pre-ignition occurrence is noticed except for the SOI = 240 CAD for which the ratio of pre-
ignition increases significantly. This corresponds to the hydrogen injection occurring simultaneously with 
intake valve closing phase. Indeed, the duration of injection is around 36 CAD with a SOI = 240 CAD 
and IVC is equivalent to SOI = 200 CAD. The explanation of this behaviour is not clarified but it is 
assumed that supersonic hydrogen jet interacts, in the combustion chamber, with decreasing intake air 
velocity, coming from intake ports because of intake valve closing phase. The mechanisms of this inter-
action leading to pre-ignition should be analysed with advanced tools (optical diagnostics or 3D simula-
tion) to be completely explained. As a remark, this trend is experienced in almost all engine tested points. 

NOx emissions are higher with injection after intake valve closing. The explanation is the in-
crease of effective compression ratio for this latter injection strategy. A specific test has been done to 
evaluate the evolution of effective CR for the two different injection strategies. The objective is to have 
access to the full compression curve between Bottom Dead Center (BDC) and firing TDC by setting the 
spark timing to -1 CAD ATDC for both injection strategies as shown in figure 6. With a simple calculation 
of the Laplace law PVγ and an assumption on the value of γ, the effective CR is evaluated. The injection 
after intake valve closing increases the effective CR by 1.46 points. The rise of effective CR leads to an 
increase of in-cylinder temperature at firing TDC which can increase knock propensity and can explain 
the higher NOx emissions with injection after intake valve closing. Furthermore, when SOI decreases 
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for injection after intake valve closing, the NOx emissions continue to increase, and it is assumed to be 
caused by an air/H2 mixing degradation. 

Finally, the optimal injection strategy is during intake valve opening as NOx emissions are lower 
and indicated thermal efficiency is maintained at a high level.  

Injection strategy Intake valve open Intake valve closed 
SOI 300 180 

Effective CR 11.82 13.28 

Fig. 6. Effective CR evaluation at 1200 rpm IMEP = 12 bar and λexhaust = 2.5 

3.2 Optimal settings at part load 

After setting the injection strategy, the other engine control settings are optimized at part load. 
The first step is to identify the optimal combustion phasing regarding the indicated thermal efficiency. 
An example is given in Figure 7 at 1200 rpm engine speed and IMEP = 9 bar for λexhaust varying from 1.8 
to 3.5. The optimal CA50 is obtained between 3 and 6 CAD ATDC as it corresponds to the highest 
indicated thermal efficiency. For λexhaust = 1.8 and 2.0, NOx emissions reach high levels, and they are 
drastically reduced and close to zero for λexhaust higher than 2.5. Besides, unconverted fuel energy 
(meaning H2 exhaust emissions) is similar for λexhaust in the range of 1.8 to 2.5. For λexhaust = 3.0 and 3.5, 
the H2 emissions significantly increase as H2 is too diluted for a complete combustion and combustion 
flame speed is slowed down. 

Fig. 7. Spark Timing variation at 1200 rpm, IMEP = 9 bar, SOI = 300 CAD BTDC for λexhaust from 1.8 to 3.5 

Based on this result of optimal CA50, the figure 8 presents a full map of SOI vs λexhaust for the 
same operating point at optimal combustion phasing CA50 = 5.5 CAD ATDC. The objective is to identify 
the optimal SOI and λexhaust settings for this operating point. The range of tested λexhaust is between 1.8 
and 3.5, and between 180 and 330 CAD BTDC for SOI. With the VVT set to 0 CAD of valve overlap at 
1 mm valve lift, the intake valve opening corresponds to SOI = 200 CAD BTDC and as injection angle 
duration is around 25 CAD, all the lower parts of the maps for SOI < 225 CAD are considered as injection 
strategy after intake valve closing. This latter strategy has already been seen as non-optimal at part 
load.  

For this operating point, the optimal λexhaust is around 3.0 as indicated thermal efficiency is very 
high (around 46.5 %) and NOx emissions are close to 0 g/kWh. H2 emissions are starting to increase 
but the level of unconverted fuel energy is still moderate. 

The optimal SOI is around 300 CAD BTDC as volumetric efficiency is maximized. This effect 
has already been discussed in the injection strategy section: volumetric efficiency is improved when the 
hydrogen supersonic jet generates a favourable pressure oscillation within the combustion chamber.  

When λexhaust increases, the mixture is more diluted and the maximum of heat release rate de-
creases: the reduction of max HRR is around 45 % when λexhaust increases from 1.8 up to 3.5. At fixed 
λexhaust, the maximum of heat release rate is almost constant except for very early injection with SOI > 
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300 CAD BTDC, explaining the fact that SOI = 300 CAD BTDC is the optimum and injection cannot be 
further advanced. Finally, the optimal settings at 1200 rpm engine speed and IMEP = 9 bar are CA50 = 
5.5 CAD ATDC, SOI = 300 CAD BTDC and λexhaust = 3.0. The methodology presented in this section 
has been applied for the engine tuning on several engine points at part loads.  

Fig. 8. SOI vs λexhaust maps at 1200 rpm, IMEP = 9 bar, CA50 = 5.5 CAD ATDC, EVC/IVO = 0/0 CAD 
ATDC/BTDC 

From these results obtained at part load at 1200 rpm and IMEP = 9 bar, simulation feedback 
has been realized, with the CFD software CONVERGETM version 3.1.9, using the setup described by 
Duffour et al. [5] and according to the conditions operated experimentally for a SOI = 260 CAD BTDC 
at λexhaust = 2.5. Only one remarkable change is realized in the 3D numerical setup concerning the ECFM 
combustion model that is now associated to a newly developed turbulent stretching model described by 
Suillaud et al. [10]. This model is better adapted to high Karvolitz combustion and thus diluted combus-
tion, as for lean hydrogen internal combustion engine.  

For the best indicated efficiency operating point at 1200 rpm and IMEP = 9 bar, at SOI = 260 
CAD BTDC, the Extended Coherent Flame Model (ECFM) combustion parameter has been calibrated 
(see figure 9). A good match is observed between experiments and simulation for the mean in-cylinder 
pressure and for the apparent heat release rate (HRR). The calculated in-cylinder pressure maximum 
value is almost the same as that from experiment. However, higher peak of heat release rate can be 
observed in simulation compared to experiments leading to faster combustion. 
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Fig. 9. Cylinder pressure and HRR for 3D simulation and experiments at SOI = 260 CAD BTDC 

Global data for the combustion such as burn duration and IMEP are presented in table 3. We 
observe almost same CA50 calibration for both simulation and experiments, a small difference of 0.5 
CAD in burn duration (CA90 – CA10). Moreover, all data that concerns the energy losses diagram are 
compiled inside this table and compared to the experimental results. One can observe the very good 
match in terms of indicated efficiency, global heat transfer and unconverted percentage of the total fuel 
energy introduced compared to experimental results. This highlights the validity of the numerical ap-
proach used to design this combustion system. 

Tab. 3. Percentage of the total energy converted in heat losses, indicated efficiency, unconverted fuel energy and 
burnt duration between simulation and experiments at SOI = 260 CAD BTDC 

Experiment (EXP) Simulation 
Unconverted fuel energy [%] 1.56 1.44 
Heat losses [%] 9.15 8.47 
Other losses (exhaust + pipes) [%] 41.90 42.57 
Indicated Thermal Efficiency [%] 47.38 47.52 
IMEP [bar] 9.00 9.17 
CA10 [CAD ATDC] 0.4 0.8 
CA50 [CAD ATDC] 5.9 5.6 
CA90 [CAD ATDC] 12.5 13.5 
CA90 - CA10 [CAD ATDC] 12.1 12.6 

Finally, for this operating point 1200 rpm engine speed and IMEP = 9 bar, a Spark Advance 
(SA) sweep between 14 and 0 CAD BTDC has been realized by simulation and compared to the results 
obtained experimentally. The results for the in-cylinder pressure and the integrated heat release rate 
(burnt duration) are presented in figure 10, with experiments in dotted lines and simulation in full line. 
The results show a good agreement in terms of in-cylinder maximum pressure and burnt duration. De-
viation is observed only for delayed spark advance due to the need for more H2 injected mass to com-
pensate the reduction of indicated efficiency and thus keep the same 9 bar IMEP. This was unfortunately 
not realizable by simulation, due to very high simulation time duration with hydrogen supersonic injection 
(very low time step) thus, hydrogen injected amount was considered constant for this variation.  

Fig. 10. In-cylinder pressure and integrated HRR for 3D simulation and experiments 
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The dependance of NOx emissions on the spark advance coming from experiments and 3D 
simulations are compared in Figure 11. These NOx emissions are computed in 3D simulation using 
extended Zeldovich mechanism [11] and considering that the NOx emissions from H2 ICE are mostly 
due to thermal NOx. NOx emissions follow the same trend regarding SA variation, but the absolute 
computed values are lower, by a factor 2 to 2.2. It underlines the need for better understanding and 
modelling of NOx emissions in H2 ICE.    

Fig. 11. NOx emissions function of spark advance for experiments and 3D simulation 

3.3 Abnormal combustion characterization at high load 

At higher loads (around IMEP > 15 bar), hydrogen combustion can lead to any type of abnormal 
combustion such as backfiring, knocking or pre-ignition.  

As hydrogen direct injection is implemented on this engine, the backfiring has not been experi-
enced during the test campaign. Concerning pre-ignition or knock, they can suddenly occur, in steady-
state conditions, without modifying any engine setting. It must be mentioned that pre-ignition can occur 
with a peak cylinder pressure not exceeding the limit value for this engine (set at 170 bar) as depicted 
in Figure 12. However, even if these combustion cycles cause no damage to the engine, they must be 
avoided as much as possible. 

Fig. 12. Example of an engine cycle with pre-ignition with “safe” peak cylinder pressure 

A test methodology has been set up for pre-ignition and knock detection for high load operating 
points. At the test cell, detecting abnormal combustion requires to record sufficient samples of engine 
cycles to properly calculate index statistics. During the tests, the recorded statistical population was set 
to 3000 consecutive engine cycles to operate the abnormal combustion detection. The left-hand charts 
on figure 13 illustrate the recording of CA10 and peak cylinder pressure for 3000 consecutive engine 
cycles at 1200 rpm, IMEP = 16 bar. The CA10 burn mass fraction is obtained from in-cylinder pressure 
trace using an in-house combustion analysis tool and CA10 is positive when it occurs after firing TDC. 
On the right-hand charts, the normal distribution is calculated and compared to the cumulative index per 
value of the statistical population. It is then validated by approximation that recorded CA10 and peak 
cylinder pressure have a centered and symmetrical normal distribution. The Gauss-Laplace distribution 
[12] says that 99 % of the population samples of a normal distribution are contained between the bound-
aries of  𝜇(𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛) ± 2,4. 𝜎(𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛) with µ, the mean value and σ, the standard deviation. These
boundaries are depicted by dotted blue lines on the charts of figure 13.
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For an engine cycle n, the pre-ignition is then set and defined by meeting simultaneously these 
two conditions: 

1. 𝐶𝐴10௡ < 𝜇[𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝐶𝐴10)] − 2,4. 𝜎[𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝐶𝐴10)]

2. 𝑃𝑒𝑎𝑘 𝐶𝑦𝑙. 𝑃௡ > 𝜇[𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑃𝑒𝑎𝑘 𝐶𝑦𝑙. 𝑃)] + 2,4. 𝜎[𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑃𝑒𝑎𝑘 𝐶𝑦𝑙. 𝑃)]

Then, the ratio of engine cycles with pre-ignition can be estimated. When the ratio of engine
cycles with pre-ignition is below 0.1%, the pre-ignition occurrence measure is considered as not signifi-
cant, and the pre-ignition becomes damageable when this ratio increases over the threshold of 0.1%. 

For knock detection, the methodology is similar by using the Kp_Pk criterion. This index is de-
fined by AVL as the absolute maximum of the rectified knock oscillation superimposed on the cylinder 
pressure [13]. For an engine cycle n, the damageable knock is then defined by meeting this condition:  

𝐾𝑝_𝑃𝑘௡ > 𝜇[𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝐾𝑝_𝑃𝑘)] + 2,4. 𝜎[𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑃𝑒𝑎𝑘 𝐶𝑦𝑙. 𝑃)] 

Fig. 13. Normal distributions of CA10 and peak cylinder pressure at 1200 rpm, IMEP = 16 bar, SOI = 290 CAD 

The figure 14 shows an example of this pre-ignition and knock detection methodology applied 
to a SOI sweep at 1200 rpm IMEP = 16 bar with VVT actuator set for no valve overlap. The charts 
display the peak cylinder pressure versus the CA10 for 3000 consecutive engine cycles. The two con-
ditions for detecting pre-ignition are depicted by the blue dotted line rectangle. If the indexes of engine 
cycles are inside this rectangle, they are symbolized by green circle marks, and it means that combus-
tion is in normal mode without any pre-ignition. If the indexes of engine cycles are outside the blue 
dotted line rectangle in the upper left side, they are symbolized with red circle marks: the combustion is 
in pre-ignition mode. Then, the percentage of engine cycles with pre-ignition can be evaluated. 

From the test results, we notice that very low rates of unsafe pre-ignition are experienced for 
earlier SOI between 270 and 310 CAD BTDC. When SOI is delayed from 250 to 230 CAD BTDC, the 
percentage of engine cycles with pre-ignition increases significantly and overpasses the threshold of 
0.1%, meaning that damageable pre-ignition is occurring. For these latest SOI, as injection angle dura-
tion is around 48 CAD, the injection occurs simultaneously with the closing of the intake valve. As pre-
viously discussed in the injection strategy section, it is assumed that the supersonic hydrogen jet inter-
acts with decreasing intake air velocity coming from the intake ports because of intake valve closing 
leading to intense pre-ignition. The detailed mechanisms are not clearly identified but the methodology 
described in this section highlights the correlation between pre-ignition and injection during intake valve 
closing phase.  
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Besides, the observation of test results points out that knock occurrence frequency increases 
with pre-ignition frequency but at a lower rate. This means that some engine cycles with intense pre-
ignition lead also to knock detection, but not all of them. Finally, this detection methodology has been 
applied for the engine settings tuning of all high load operating points.  

Fig. 14. Detection of engine cycles with pre-ignition and knock for a SOI variation at 1200 rpm IMEP = 16 bar 
with no valve overlap, EVC/IVO = 0/0 CAD ATDC/BTDC 

3.4 Full load strategy 

The objective of this section is to identify the main limitations of the full load for this hydrogen 
internal combustion engine. These limitations can vary with a different engine architecture. The engine 
tuning strategy can then be deduced from the identification of the main boundaries. Considering the 
abnormal combustion detection methodology described in the previous section, a spark timing variation 
is performed at 1200 rpm, IMEP = 16 bar for λexhaust = 2.0, 2.5 and 3.0 with positive valve overlap of 20 
CAD at 1 mm valve lift. The test results are shown in figure 15. The combustion phasing is limited by 
three main boundaries shown in the indicating thermal efficiency chart: 

1. For early combustions (low values of CA50), the combustion is obviously limited by the in-
crease of the Kp_Pk index indicating a higher knock propensity. The pink area on the low-
left hand of the chart represents the prohibitive knock area. The minimum CA50, just before
knock limitation, is delayed with the reduction of λexhaust.

2. For early combustions and high values of λexhaust, the combustion can be limited by the peak
cylinder pressure set to 170 bar for this single cylinder engine. The blue area on the upper-
left hand of the chart represents the prohibitive peak cylinder pressure area.

3. For delayed combustions (high values of CA50), the combustion is limited by the increasing
ratio of engine cycles in intense pre-ignition mode. The purple area on the low-right hand of
the chart represents the prohibitive pre-ignition area. The maximum CA50, just before pre-
ignition limitation, is advanced with the reduction of λexhaust.
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Considering these three limitations simultaneously, the possible CA50 combustion phasing 
range is drastically reduced when λexhaust decreases. When engine load increases, λexhaust must be re-
duced to decrease air demand, meaning that the turbocharging system can achieve the level of required 
intake pressure.   

Fig. 15. Spark timing sweep for λexhaust = 2.0, 2.5 and 3.0 at 1200 rpm, IMEP = 16 bar, SOI = 300 CAD BTDC 
with 20 CAD of positive valve overlap (EVC/IVO = 10/10 CAD ATDC/BTDC) 

The following step is to operate a load sweep to build up the engine tuning strategy for reaching 
the full load. An example of load sweep at 1200 rpm engine speed is given in Figure 16. The maximum 
IMEP reached on this engine configuration at 1200 rpm is IMEP = 23.5 bar with low CoV IMEP and no 
intense pre-ignition occurrences. The strategy for increasing IMEP can be summarized by the following 
key points: 

 One of the main pre-ignition causes is the high concentrations of residual burnt gases in-
side the combustion chamber coming from the previous engine cycle. To reduce their con-
centration, the VVT actuator must be set up for positive valve overlap to allow an efficient
air scavenging of the combustion chamber. Indeed, at high load, the double-stage turbo-
charger model implemented at the test bed results in low exhaust backpressure creating a
favourable differential pressure between exhaust and intake. The consequence is an effi-
cient air scavenging during valve overlap as shown in the charts of figure 16. It is interesting
to mention that this strategy is only possible with hydrogen direct injection.

 The mixture must be enriched when engine load increases for having achievable intake
and exhaust pressures by the turbocharging system, meaning that the double-stage turbo-
charger is capable to reach the intake pressure demand with a low exhaust pressure. λexhaust

is then reduced from 3.0 at IMEP = 10 bar down to around 2.1 at full load. At high loads,
as VVT is set up for positive overlap, λexhaust is higher than λin-cylinder because of the air scav-
enging.

 The optimal injection strategy is during intake valve opening phase. Besides, optimal SOI
at part load is near 300 CAD ATDC. When engine load increases, SOI must be set up
earlier so that injection, which lasts longer, ends before the closing of the intake valve. It
has already been mentioned in this article that the simultaneity of hydrogen injection and
intake valve closing leads to uncontrollable pre-ignition. Obviously, at high load, there is
positive valve overlap and SOI must not be set too early and must be done after the EVC.
For this engine speed of 1200 rpm, the injection angle duration fits in the intake valve open-
ing phase without any interaction with the intake valve closing phase. Yet, at higher engine
speed, 1900 rpm for example, this limitation takes place.
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Fig. 16. Engine settings, emissions, and efficiencies for IMEP variation at 1200 rpm engine speed from 4 bar 
IMEP to full load 

The indicated thermal efficiency is still very high at full load, around 47 %, close to the maximum 
of 48 % reached at IMEP = 12 bar (figure 16). Moreover, the HP indicated thermal efficiency is lower by 
1 % to 1.5 % compared to indicated thermal efficiency. This gain of 1 % to 1.5 % for indicated thermal 
efficiency is only due to the double-stage turbocharger positive impact on air loop for these engine op-
erating conditions. Besides, at full load, NOx emissions drastically increase up to 20 g/kWhi as λin-cylinder 

decreases. Unconverted fuel energy (or H2 exhaust emissions) drops from 1 % to 0.2 %. This could be 
explained as λin-cylinder decreases, combustion efficiency is significantly improved.   

Finally, the full load corresponding to 23.5 bar IMEP at 1200 rpm is simultaneously limited by 
these three boundaries: 

 The maximum peak cylinder pressure of 170 bar for engine integrity protection.

 Abnormal combustion occurrences: both knock and pre-ignition. As λexhaust has been low-
ered down to 2.1, the possible CA50 combustion phasing range is very narrow, and com-
bustion must be delayed to CA50 = 8 CAD ATDC compared to the optimal phasing between
3 and 6 CAD ATDC as mentioned in section §3.2. If combustion phasing is set earlier than
CA50 = 8 CAD ATDC, knock appears; and if combustion is delayed, pre-ignition drastically
increases.

 NOx emissions: the level of NOx emissions should stay beyond 4 g/kWhi (and exceptionally
higher than this value on the full load curve), to be efficiently converted into N2 by the
deNOx exhaust aftertreatment system.

3.5 Engine map results 

The engine settings have been tuned on load sweeps for four engine speeds: 900, 1200, 1500 
and 1900 rpm. Several part load operating points and full load curve have been fully optimized following 
the previous presented methodologies. The other operating point settings have been extrapolated to get 
“smooth” map settings. The results are presented in figure 17. 

The single cylinder engine has a large area with indicated thermal efficiency higher than 47 % 
which is directly comparable to similar Diesel heavy-duty engines. The λexhaust is set at 3.0 from     
IMEP = 4 bar to 10 bar leading to nearly no NOx emissions and hydrogen unburnt emissions close to 1 
to 1.4 % of injected fuel energy. The λexhaust decreases to 2.5 at IMEP = 16 bar, leading to NOx 
emissions not higher than 2 g/kWhi and an unconverted fuel energy between 0.6 and 0.8 %. At full 
load, λexhaust de-creases down to 2.1 between 1200 and 1500 rpm leading to very high NOx emissions, 
higher than 10 g/kWhi. 

140



Development of a Dedicated Hydrogen Combustion System for Heavy Duty Application  

Fig. 17. Engine test result maps between 900 and 1900 rpm in terms of efficiency, emissions and λexhaust 

The double-stage turbocharger model implemented on air loop allows to have a favorable differ-
ential pressure between exhaust and intake pressures from -100 mbar at low load up to -1200 mbar at 
full load (figure 18). Air scavenging with VVT positive valve overlap is applied at low load and massively 
at full load to mitigate pre-ignition and knock by decreasing the residual gas concentrations inside the 
combustion chamber. The volumetric efficiency exhibits relatively high values considering the use of 
Miller intake valve camshaft. The calculation of volumetric efficiency is corrected by considering the 
volume of hydrogen injected during intake valve opening.  

The injection strategy is set for injection during intake valve opening with SOI at 300 CAD BTDC 
at low load and earlier SOI up to 330 CAD BTDC at full load and high engine speeds. The SOI is set up 
earlier at full load for the injection angle duration to fit during the intake valve opening, without interfering 
with intake valve closing phase. This interference has been observed to promote pre-ignition occur-
rences. 

The combustion phasing is optimal between 4 and 6 CAD ATDC for a very large area of the 
engine map, except for full load conditions between 1200 and 1500 rpm as knock propensity required 
to delay the combustion. 

Fig. 18. Engine test result maps between 900 and 1900 rpm in terms of air loop, SOI and CA50 
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Fig. 19. Heavy-duty 13-liter displacement engine benchmark 

Finally, the maximum power is reached at 1900 rpm engine speed with 70 kW at IMEP = 20.7 
bar and max torque at 1200 rpm with 400 N.m (in indicated conditions, meaning that friction must be 
subtracted for effective power and torque). This single-cylinder engine represents a 13 liters displace-
ment multicylinder engine. Consequently, the max power of the corresponding multicylinder can be ex-
trapolated to 30 kW/L (kW per liter of engine displacement) and the max torque to 180 N.m/L considering 
a realistic assumption on engine friction. These values are comparable to the maximum power and 
torque reached by Diesel or Natural Gas heavy-duty engines of the same displacement, today on the 
market (respectively between 23 and 32 kW/L and between 150 and 200 N.m/L) (figure 19). 

4. Conclusions

A hydrogen direct injection single cylinder engine has been designed and manufactured using 
0D and 3D simulation tools and IFPEN know-how. The engine has been implemented on an IFPEN test 
cell and a complete test campaign has been performed to validate the design of the combustion chamber 
in terms of efficiency, low emissions, and full-load performance. A double-stage turbocharger model 
has been implemented on the test bed software supervisor, to give realistic conditions on air loop. Dif-
ferent general conclusions on different topics can be drawn: 

 The optimal injection strategy is considered to occur during intake valve opening phase.
The injection should not happen concomitantly with the intake valve closing phase as pre-
ignition can be promoted.

 The optimal SOI at part load is around 300 CAD BTDC as it allows higher volumetric effi-
ciency and better air/H2 homogeneity. The optimal λexhaust at part load is between 2.5 and
3.0, resulting in a good trade-off between high indicated thermal efficiency and low NOx
emissions.

 3D simulation feedback with CONVERGETM has been realized using last IFPEN develop-
ment for combustion modeling. The comparison with experiments at part load is consistent
in terms of combustion duration and indicated efficiency for a spark advance sweep, show-
ing the validity of the numerical approach used to optimize and design this H2 combustion
system.

 A new knock and pre-ignition detection methodology has been developed by using a large
population of engine cycles. The cylinder pressure is then processed to evaluate CA10,
peak cylinder pressure and Kp_Pk indexes. Statistic calculations on these indexes allow to
precisely analyse the impact of engine settings on the appearance of knock or pre-ignition.

 The full load limitations have been identified such as prohibitive pre-ignition, knock and
maximum peak cylinder pressure areas. At high load, the double-stage turbocharger model
results in lower exhaust pressure compared to intake pressure. This advantage is used to
operate air scavenging of the combustion chamber by positive valve overlap leading to a
pre-ignition mitigation. Besides, at high load, air/H2 mixture must be enriched for achievable
intake pressure by the turbocharging system but with caution as NOx emissions increase
significantly.
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 The engine settings have been tuned on the whole engine operating range. The indicated
engine efficiency is maximum on a large area. NOx emissions are very low from low to mid-
load and then increase smoothly in the higher loads area of the map, to finally reach higher
values at full load.

 The maximum power and torque obtained are comparable to the performances of Diesel
and Natural Gas heavy-duty engines today in the market.

For further engine efficiency or performance improvement, engine configuration should evolve 
by considering a different double-stage turbocharger model with optimized LP and HP compressor and 
turbine maps, a different injector cap design and H2 jet targeting allowing for better mixing or a further 
optimization of engine compression ratio. This process of improvement will be the topic of another article 
to come. 

The authors acknowledge the contribution of their colleagues from IFPEN, A. Nail and J. Terver 
for the operating of the engine tests. 

Notation 

λ Air-Fuel Equivalence Ratio 
σ  Standard deviation 
μ Mean value 
ATDC After Top Dead Center 
BEV Battery Electric Vehicles 
BTDC Before Top Dead Center 
CA50 Crank Angle Degree for 50 % mass fuel burnt 
CAD Crank Angle Degree 
CoV Coefficient of Variation 
CR Compression Ratio 
DI Direct Injection 
ECFM  Extended Coherent Flame Model 
ECU  Electronic Control Unit 
EOI  End Of Injection 
EU European Union 
EVC  Exhaust Valve Closing 
GHG Green House Gases 
g/kWhi Unit of mass emissions per kW in indicated conditions 
HP/LP High Pressure 
HRR    Heat Release Rate 
ICE  Internal Combustion Engine 
IMEP Indicated Mean Effective Pressure 
IVO  Intake Valve Opening 
LEL Lower Explosive Limit 
LSPI Low-speed Pre-ignition 
MBT Minimum spark timing for Best Torque 
PFI Port Fuel InjectionSOI Start of Injection 
SA Spark Advance 
TKE  Turbulent Kinetic Energy 
VVT  Variable Valve Timing 
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Abstract. Ammonia could represent a viable alternative to the use of conventional fossil fuels in marine 
engines as it is carbon-free and can be produced using renewable energy sources. However, the use 
of ammonia as a marine fuel presents some critical issues, due to its high toxicity, its lower energy 
density compared to conventional fuels, and its low flammability limits, which make it difficult to burn 
under lean conditions. To address the latter issue in more detail, experiments were conducted in a 
constant volume optical chamber designed to inject and burn ammonia under conditions similar to those 
of 2-stroke marine engines.  
The chamber, which mirrors the dimensions of a single-cylinder in a two-stroke marine engine, repre-
sents a high-temperature and high-pressure cylinder. Two injectors have been integrated, one for am-
monia injection and the other for the supply of conventional fuel to ignite ammonia. 
High-precision instruments, including pressure and temperature sensors, as well as a sapphire window 
for the use of optical methods, such as high-speed imaging, were installed on the chamber. This setup 
made it possible to collect both thermodynamic and optical data and facilitated the observation of com-
bustion behaviour under various boundary conditions. 
Various temperature conditions were investigated in the optical chamber and a sweep of the diesel pilot 
injection duration was performed. The vaporization of ammonia spray was measured, and the combus-
tion process was studied in detail to better understand the phenomena controlling the process. 
The findings from these experiments provide crucial insights for optimizing ammonia combustion for 
marine engines under various operating conditions. This research supports the development of sustain-
able propulsion technologies in the maritime sector, addressing critical challenges of ammonia fuel uti-
lization, and contributing to the reduction of greenhouse gas emissions in marine transportation. 

1. Introduction
The need to move towards sustainable and environmentally friendly energy sources has 

sparked interest in alternative fuels for marine engines. Among these alternatives, ammonia has 
emerged as a promising candidate as it is carbon-free and can be produced using renewable energy 
sources [1, 2]. However, despite its remarkable advantages, the integration of ammonia as a marine 
fuel shows several challenges.  

The main problems with the use of ammonia in marine engines include its inherent properties, 
particularly its high toxicity, its lower energy density compared to conventional fuels and its low flamma-
bility limit [3]. These properties pose significant hurdles, especially when it comes to achieving efficient 
combustion under lean engine conditions, which is essential for optimizing fuel consumption and reduc-
ing emissions [4]. 

The use of ammonia as alternative fuel for the maritime sector needs to face the challenges of 
refining engine combustion technologies to optimize its utilization. Within scientific literature, 
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considerable focus has been directed towards pilot-diesel-ignition ammonia combustion modes as a 
solution to address the inherent challenges associated with this transition [5].  
Reiter and Kong [6] demonstrated the operation of a compression ignition engine using ammonia in 
dual-fuel mode, using diesel as the pilot ignition source. They successfully operated the engine with 
varying ammonia energy share ratios, achieving reasonable fuel economy and combustion efficiency, 
although challenges with unburned ammonia emissions remained. Niki et al. conducted extensive re-
search on ammonia fuel in dual-fuel compression ignition engines. Their studies indicated that increas-
ing ammonia supply reduced peak pressures and increased ignition delay, leading to higher unburned 
ammonia and N2 emissions. They concluded that ammonia could be viable for compression ignition 
engines with advanced injection strategies and selective catalytic reduction (SCR) technology to control 
emissions [7]. Scharl et al. conducted experimental studies in a rapid compression-expansion machine 
that focused on analyzing the ignition and combustion characteristics of diesel-piloted ammonia sprays 
through heat release rate analysis and optical diagnostics [8, 9]. These studies were conducted under 
conditions like those of four-stroke marine engines in which the high-pressure dual fuel injectors consist 
of a single injector body. In the studies, in fact, the distance between the two nozzles was kept small. 
The investigations showed how sensitive ammonia combustion is to various factors, including the inter-
action between ammonia and diesel sprays, charge conditions and the characteristics of the diesel pilot. 
It was found that effective ammonia combustion requires a strong interaction between ammonia and 
diesel. In addition, poor combustion performance was observed under low load conditions, with a re-
duction in the amount of diesel pilot leading to delayed ammonia combustion. 

This paper investigates the injection and combustion of ammonia under marine engine-like con-
ditions, focusing on overcoming the obstacles posed by the low flammability limit. The experiments were 
conducted in a customized constant volume optical chamber carefully designed to mimic the conditions 
in 2-stroke marine engines in terms of dimensions and thermodynamic conditions. Two different injec-
tors are installed in the chamber: one for the injection of ammonia and the other for the supply of con-
ventional diesel fuel to ignite ammonia. Different durations of diesel pilot injections at different chamber 
temperatures were studied to better understand the impact of this parameter on the optimization of 
ammonia combustion. 

By investigating the complexity of ammonia combustion, this study aims to contribute to the 
development of sustainable propulsion technologies in the maritime sector. Specifically, the research 
provides crucial insights into optimizing ammonia combustion for marine engines, addressing the critical 
issues of its low flammability and ensuring efficient and clean burning under different operating condi-
tions. This work not only advances the understanding of ammonia-diesel dual-fuel systems but also 
supports the broader goal of reducing greenhouse gas emissions in maritime transportation. 

2. Experimental setup
Figure 1 illustrates the experimental set-up. The tests were carried out in a constant volume 

vessel (CVV) designed for operation at pressures of up to 60 bar and temperatures of up to 800°C. The 
vessel consists of a cylindrical combustion chamber that resembles the combustion chamber of a two-
stroke marine engine at the top of the compression stroke, its end is closed by a 118 mm thick flange. 
The ratio between the chamber length and diameter is 1.3. The cylindrical wall of the combustion cham-
ber is thermally insulated, and the chamber is heated by electric cartridges with a total power of 10 kW. 
The gas temperature and pressure in the chamber are monitored with K-type thermocouples and static 
and dynamic pressure sensors, respectively. 

Ammonia is stored in liquid phase at 8 bar, then it is compressed at 500 bar by a gas driven 
pump and then pumped in liquid phase in the chamber through the “main” injector. Diesel fuel is con-
veyed to the pilot injector by a common rail high pressure diesel pump (not shown in the figure). 

Injection and combustion processes were followed by means of high-speed imaging, the setup 
for application of optical diagnostics is shown in figure 1 (b). To make the CVV optically accessible, the 
closing flange was provided with two transparent sapphire windows for visualization and illumination, 
with a diameter of 60 mm and 30 mm respectively. A high-speed camera (Photron FASTCAM SA-X2), 
equipped with a Nikkor 105mm - f/5 lens, was used for image acquisition. The optical setup included a 
kind of exploded objective realized by the combination of L1 and L2 lenses with a diameter of two inches 
and focal lengths of -200mm and 150mm respectively and L3 lens with a diameter of 100mm and a focal 
length of 250mm. To visualize the injection process, the camera was operated at 10000 fps and the 
exposure time was set to 0.1 ms. The radiation of a Xenon arc lamp (75W) was used to illuminate the 
spray by concentrating the light on a glass diffuser flushed in the closing flange. Regarding the 
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combustion process, no illumination was required, and images were recorded at 20000 fps with an 
exposure time of 0.6 us.  

 (a)

 (b) 

Fig. 1. Picture (a) and sketch (b) of the experimental setup 

The main and pilot injectors are schematically shown in figure 2 (a). The injectors tips are also 
shown enlarged in figure 2 (b). The main injector has a five-hole nozzle. The pilot injector tip is normally 
designed with three holes. However, in the present work two holes have been plugged to allow a better 
control of the pilot injection timing and flow rate and to obtain a single jet and direct the maximum amount 
of diesel in the best direction to hit the ammonia jet. 

Ammonia and diesel nozzles are mounted on the engine head to resemble the arrangement in 
a real two-stroke marine engine. A sketch of the injection nozzles’ position in the combustion chamber 
can be found in Figure 2 (c). 

(a) (c)                         (b) 

Fig. 2. Details of main and pilot injectors 

Optical assembly

Optical 
spray 
chamber Injectors
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The spray images were processed using an in-house image processing method [10] to deter-
mine the boundaries of the liquid phase.  
The first step of the image processing method consisted of background correction: for each image, the 
image taken immediately before fuel injection was subtracted to minimize background noise. The cor-
rected images were then adjusted using a fast discrete filter that minimizes the mean curvature and cuts 
off negative values, resulting in a filtered image for further analysis. 
The core of the methodology was image segmentation, which is crucial for identifying the liquid phase 
boundaries of the spray. An iterative approach was adopted, i.e. Otsu's thresholding method was applied 
iteratively to successive images, with each image derived from clipping the previous one at the mean 
value of its foreground class. The iteration was continued until the successive thresholds differed by 
less than 10%. This ensured that a stable threshold was achieved that effectively captured the liquid 
phase of the spray. 
Throughout the iterative process, the thresholds and mean intensities of the foreground classes were 
monitored and adjusted accordingly. The final threshold value obtained through this iterative approach 
was used to binarize the images, extracting the spray boundaries. 
The spray parameters, i.e., liquid spray penetration length and cone angle, were then determined as 
shown in Figure 3. 

Fig. 3. Spray parameters obtained through images post processing method. 

The injection tests were carried out at low pressure and temperature (LPT) conditions (5 bar 
and 30°C) and at different chamber temperatures (from 200°C to 650°C) as well as at two chamber 
pressures: 20 and 40 bar. The operating conditions are shown synthetically in Table 1. 

Table 1. Operating conditions for injection tests. 

Chamber Pressure 
[bar] 

Chamber Temperature 
[°C] 

5 30 
20 200, 400, 480, 650 
40 400, 480 

The combustion tests were all carried out at a chamber pressure of 40 bar. The “pilot injection” 
(diesel) and the “main injection” (ammonia) were started simultaneously. The pressure of the main and 
pilot injection was kept at 500 bar. 

The following parameters were changed during the tests: 
• Duration of diesel injection (tpilot): 6/8/12 ms
• Temperature at the start of injection: 500°C and 700°C.

Combustion in the chamber is carried out with a strong excess of air, as is usual in diffusive combustion 
in two-stroke marine engines. The ratio between the mass of air and the mass of fuel is around 100, and 
the energy content of diesel compared to ammonia varies between 6.6 and 12.5% depending on the 
duration of the diesel pilot injection. 
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3. Results and discussion

3.1 Ammonia injection tests 

Fig. 4. Visualization of the ammonia injection process at 5 bar and 30°C (LPT condition) and at 400 °C and 
pressure of 20 and 40 bar (time from the electronic start of injection -ESOI)

Figure 4 illustrates the time evolution of ammonia spray under different chamber pressure and 
temperature conditions, showing spray images at different injection times after the electronic start of 
injection (ESOI). In the top row, ammonia injection under low pressure and temperature conditions, i.e. 
5 bar and 30 °C, was shown as a reference. The images in the center and bottom show the evaporative 
behavior of the ammonia spray at a temperature of 400 °C and pressures of 20 and 40 bar, respectively. 
According to the optical data, the effective injection of liquid ammonia into the vessel starts 1.4 ms after 
the ESOI, which is due to the electromechanical delay of the injector. In the first phase of the injection 
process (at 1.7 and 2.5 ms after ESOI), 5 distinct jets are clearly visible for all selected conditions. Then 
the liquid ammonia extracts heat from the environment and starts to evaporate, resulting in the formation 
of vapor clouds at the edge of the spray. 

At 5 bar and 30°C (LPT conditions), ammonia vapor clouds form on the opposite side of the 
injector (downstream of the spray) and the liquid phase is still visible over a very large distance even at 
6.5 ms. This is confirmed by the liquid spray penetration length extrapolated from the visualization of 
the spray process, which shows that ammonia jets cover about two-thirds of the chamber diameter still 
in liquid phase. At high temperature (400°C) and intermediate pressure level (20 bar), the behavior of 
the ammonia spray differs significantly from the LPT conditions, and a faster evaporation is observed. 
Similarly, at higher pressure of 40 bar, the figure shows how the vaporization of the ammonia starts 
closer to the nozzle compared to lower pressure condition.  

Figure 5 presents the outcomes derived from the analysis of spray penetration length, extrapo-
lated from the spray process visualization. The dashed vertical lines indicate the position of the frames 
reported in Figure 4. 
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 Fig. 5. Liquid spray penetration length. 

At both pressure levels, namely 20 bar and 40 bar, the penetration of the liquid decreases as the 
temperature in the chamber increases. This phenomenon is primarily due to the increased vaporization 
that occurs at higher temperatures. As the temperature increases, the liquid evaporates faster, which 
reduces the overall penetration of the spray. 
When comparing the results obtained at different pressures but the same temperatures, namely at 400 
°C and 480 °C, another trend can be observed. At these temperatures, an increase in pressure leads to 
an increase in air density in the chamber. This higher air density exerts a greater drag force on the liquid 
jets, slowing them down and reducing the penetration length. 
So, while the increase in chamber temperature leads to more significant evaporation and consequently 
less liquid penetration at both pressure levels, the higher air density at higher pressures induces a re-
duction in penetration. This dual influence underlines the complex interaction of temperature, pressure, 
evaporation and air density that determines the behavior of the liquid jets under these conditions. 

3.2 Ammonia combustion tests 

As mentioned in the previous section, the combustion of ammonia with diesel pilot was investi-
gated under various operating conditions with the aid of optical diagnostics and measurement of the 
pressure curve in the combustion chamber. 

 (a) (b) 

Fig. 6. Pressure rise in the combustion chamber at a temperature of 500°C (a) and 700°C (b) 
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Figure 6 shows the pressure evolution within the combustion chamber at 40 bar and under two 
different temperature conditions: 500°C in Figure 6(a) and 700°C in Figure 6(b). For each temperature, 
the three curves correspond to the different durations of the pilot injection: 6 ms, 8 ms and 12 ms, while 
the ammonia injection duration has been kept constant at 32 ms. The pressure curves are compared 
with the conditions where only diesel fuel is injected at 500°C. The figure also shows the timing of the 
electronic signals for: the start of pilot injection (SOI_p); the start of main injection (SOI_m); the end of 
pilot injection at the maximum value of 12 ms (EOI_p) and the end of main injection (EOI_m).  

Few ms after the start of the main and pilot injection, a rapid increase in pressure is measured 
in the combustion chamber. Heat energy is released during the combustion reactions, which leads to a 
rapid rise in temperature in the chamber. This in turn leads to a significant increase in pressure as the 
gases expand to fill the available volume. The pressure continues to rise until the combustion ends that 
corresponds to a plateau in the curves. The height of the plateau, i.e. the amount of energy released by 
diesel and ammonia combustion, increases with the duration of the pilot injection at each temperature. 

In the cases where only diesel fuel is injected, combustion under these thermodynamic condi-
tions can be considered almost complete and the pressure rise differs by less than 0.5 bar between the 
shorter and longer injection periods. Therefore, the higher pressure-variation in dual-fuel cases can be 
mainly attributed to more complete combustion of ammonia enabled by the longer pilot injection. 

It is noteworthy that the pressure rise at a higher temperature (700°C) is higher than at 500°C 
for 6 ms and 8 ms. This indicates that the temperature of 700°C promotes a more complete combustion 
than at 500°C for these conditions. At a pilot injection duration of 12 ms, no major difference in pressure 
rise is observed between the two temperatures, suggesting that the combustion of ammonia is almost 
complete if the pilot injection duration is long enough, and under this condition the chamber temperature 
does not have a big impact on the process. 

Fig. 7. Visualization of the combustion process (temperature of 500°C, duration of pilot injection: 8 ms) 

Figure 7 shows the visualization of the combustion process to explain the phenomena that occur 
when diesel and ammonia are injected simultaneously into the combustion chamber. These data refer 
to the case of 500°C and a pilot injection duration of 8 ms, but the overall behavior can also be applied 
to other injection durations and the temperature of 700°C. The time is measured from the electronic start 
of injection. 

The diesel fuel is injected into the combustion chamber through the injection nozzle, which is 
located at the lower end of the field of view. When the fuel emerges from the nozzle, it is atomized, and 
the fuel droplets are distributed in a spray pattern in the chamber. The high temperature and pressure 
conditions in the chamber promote rapid combustion of the fuel-air mixture. This injection can be de-
tected in the combustion chamber from 1.5 ms, which is the electromechanical delay of the injector, 
determined from the imaging. Ammonia is injected through the main injection nozzle, which is located 
on the right in the field of view (see Figure 7). The ammonia spray is visible due to the glow of the diesel 
flame. 
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As can be seen at 5 ms, the diffusive diesel combustion continues regularly and follows the 
spray pattern until the ammonia spray meets the diesel spray. The overlap of the two sprays can be 
observed at 6 ms. This is probably the point at which combustion of the ammonia begins: stoichiometric 
conditions for ammonia burning and high temperatures prevail in the areas close to the diesel pilot flame, 
so that combustion of the ammonia can take place. Between 1.5 and 6 ms, the slope of the pressure 
curves is similar under all conditions, even with single diesel injection, as the pressure increase depends 
only on the diesel burning rate.  

After 6 ms, the diesel pilot injection is strongly influenced and deformed by the ammonia injec-
tion, as can be seen in the sequence. Due to the low brightness of its flame, the combustion of ammonia 
can be recognized in the images only by the strong interaction with the diesel pilot flame. On the other 
hand, looking at figure 6, at about 10 ms, it is possible to identify an increase in the slope of the pressure 
curves due to an additional energy release caused by ammonia burning.  

Around 10 ms the pilot injection is completed, even if the end of pilot (electronic timing) is at   
8 ms. At 12 ms, the flame is in the middle part of the combustion chamber, it shows the trace of 
the ammonia spray as “negative”. 

(a) 

(b) 

Fig. 8. Visualization of the combustion process at 500°C (a) and 700°C (b) for the dif-ferent durations of pilot 
injection 

Figure 8 shows a comparison of the evolution of the combustion process at 500°C (a) and 700°C 
(b) for the different durations of pilot injection. As can be seen from the images, diesel combustion ends
few ms after the injection finished, depending on the duration of the pilot duration in the different cases.
More precisely, with this optical method, no flame can be detected in the CCV after 20 ms, but the
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pressure increase due to the energy release of the ammonia combustion lasts until 70 ms at 6 ms pilot 
duration at 500°C, and 100 ms at 8 and 12 ms pilot duration at the same temperature. At 700 °C, the 
energy release is faster and higher at all pilot injection durations, but the evolution of combustion is 
similar to that of the 500°C case. No combustion is detected after 20 ms and the energy release slows 
down after this time but continues until about 60 ms at the shorter pilot duration, and until 80 ms at the 
diesel pilot durations of 8 and 12 ms. 

Conclusions 
The paper explores the behavior of ammonia injection in a combustion chamber under different 

operating conditions. At lower pressure and temperature, the ammonia gradually evaporates, and the 
visible liquid phase is sustained for a longer period. In contrast, rapid vaporization is observed at higher 
temperatures and pressures. 

The study also examines the combustion of ammonia under different conditions with different 
pilot injection durations. With a low duration of diesel injection, the increase in temperature enables 
more complete combustion. At higher pilot injection durations (12 ms), no major difference in pressure 
rise is observed between 500°C and 700°C, suggesting that the combustion of the ammonia is almost 
complete. The combustion process was also monitored with optical diagnostics. Due to the low bright-
ness of its flame, the combustion of ammonia could only be detected on the images by the strong inter-
action with the diesel pilot flame. 

The results of this work provide insights into the dynamics of ammonia injection and combustion 
in dual-fuel marine engines, which has implications for the optimization of combustion efficiency and 
emission control. 
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Abstract. The imperative for reducing fossil carbon emissions has garnered global consensus and 
emerged as a future development objective. Ammonia and hydrogen, as zero-carbon energy carriers, 
present a highly promising prospect as marine engine fuels. However, their optimal application in mari-
time engines remain uncertain. The AmmoniaDrive project is studies a concept based on a combination 
of a fuel cell (FC) and an internal combustion engine (ICE). The FC will be used to generate H2 to run 
the ICE with a mixture of H2 and NH3 hence needing only a single fuel storage facility. This paper ex-
plores the application modes of ammonia and hydrogen in marine engines, with varying energy ratios 
(ER) of H2 and NH3. To study the optimal, yet constrained ratio, active and passive pre-chamber, and 
spark plug ignition are studied. The effects of ammonia and hydrogen energy ratio, intake pressures, 
compression ratios and equivalence ratios on engine combustion, knocking propensity, and NOx emis-
sions is comprehensively investigated. The ultimate goal is to identify the optimal conditions for achiev-
ing optimal engine power, thermal efficiency, NOx emissions, while preventing knock phenomena with 
a constrained H2-NH3 ratio. The results reveal that, compared to leaner combustion, stoichiometric com-
bustion in spark plug ignition mode leads to lower NOx emissions comparable to Tier III standards.  For 
the given intake pressure, it achieves a substantially higher IMEP approximately 23.2 bar, and requires 
a lower hydrogen energy fraction of around 15%. As such it may relieve some of the concern on power 
density for lean-burn engines. Nevertheless, the thermal efficiency experiences a slight reduction due 
to the elevated charge temperature and heat loss. Employing pre-chamber ignition facilitates ultra-lean 
combustion (equivalence ratio of 0.4), enabling compliance with tier II NOx emission regulations. Passive 
prechamber ignition requires a higher hydrogen energy fraction, exceeding 35%, to successfully ignite 
and achieve satisfactory flame speeds. However, this approach also elevates the risk of knock and 
makes achieving high compression ratios difficult. Conversely, active prechamber ignition can signifi-
cantly decrease the required hydrogen energy fraction to approximately 10%, allowing higher compres-
sion ratios. Consequently, the highest thermal efficiency reaches 52.8%. Additionally, this approach 
leads to increase in flame speed due to hot jet energy. Consequently, the N2O and unburned NH3 emis-
sions are improved. 

1. Introduction
With the escalating environmental challenges posed by greenhouse gas emissions, the transportation

sector, a major contributor to global carbon emissions, plays a crucial role in efforts to reduce carbon 
emissions. In this context, the International Maritime Organization (IMO) has implemented a strategy 
with the objective of mitigating greenhouse gas emissions within the maritime sector. This strategy tar-
gets a 40% decrease in carbon intensity compared to 2008 levels by the year 2030, followed by a sub-
sequent substantial reduction of 70% by 2050 [1]. Consequently, in recent years, significant efforts have 
been devoted to the development of low-carbon and zero-carbon emission solutions in the field of ma-
rine propulsion systems [2-6]. 

Hydrogen and ammonia are widely regarded as environmentally friendly fuels, generating only water 
and nitrogen gas during combustion [7]. Hydrogen, characterized by its rapid flame speed, high calorific 
value, and wide flammability range, can notably expedite the combustion process and thermal efficiency 
for internal combustion engines [8]. Nevertheless, significant challenges in transportation and storage 
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hinder its widespread adoption. Additionally, problems such as flashback and knock may occur during 
hydrogen combustion [9]. In contrast, ammonia exhibits ease of storage and transportation owing to its 
unique compressibility and liquefaction properties. Moreover, ammonia possesses a higher volumetric 
energy density [10]. However, owing to its high ignition energy, slow flame propagation speed, and 
limited flammability range, using ammonia as the sole fuel for internal combustion engines presents 
challenges such as difficult cold starts, inadequate combustion stability, and low thermal efficiency [11]. 
The combination of ammonia and hydrogen combustion can leverage their respective strengths and 
mitigate their individual weaknesses, thereby realizing a viable zero-carbon solution for marine engines. 
The challenges associated with hydrogen storage and transportation can be addressed through the 
catalytic hydrogen reforming of ammonia [12] as is also envisaged in the AmmoniaDrive project [13]. 

Currently, some research has been conducted on the application of ammonia-hydrogen mixtures in 
internal combustion engines. Wang et al. [14] employed the zero-dimensional software Cantera to ex-
plore the fundamental combustion characteristics of ammonia-hydrogen mixtures under high tempera-
ture and pressure engine conditions. The parameters such as laminar flame speed, minimum ignition 
energy, NOx and ammonia emissions, combustion efficiency, for different hydrogen ratios in the fuel 
mixture were investigated. The results indicate that NO emissions in stoichiometric ammonia/hydrogen 
blends may be lower than those in hydrocarbons. Moreover, optimal operational parameters for ammo-
nia/hydrogen mixtures typically fall within an equivalence ratio range of 1.0 to 1.05, with a hydrogen 
fraction between 40% and 60% (mole fraction). Mørch et al. [15] investigated the impact of varying 
compression ratio (ranging from 6.23 to 13.58), hydrogen fraction (5-100 vol.%), and equivalence ratio 
(0.8-1.4) on engine power, thermal efficiency, and NOx emissions in a small spark-ignition (SI) engine 
with a cylinder diameter of 82.6mm. They found that the fuel mixture containing 10 vol.% hydrogen 
exhibits the highest efficiency and brake mean effective pressure (BMEP). Notably, the optimum effi-
ciency is achieved at an excess air ratio slightly above 1, while the peak mean effective pressure is 
observed at an excess air ratio slightly below 1. Lhuillier et al. [16] investigated the performance and 
emissions of spark ignition (SI) engines with comparable cylinder diameters across equivalence ratios 
ranging from 0.6 to 1.2, hydrogen fractions varying from 0% to 60%, and indicated mean effective pres-
sure (IMEP) approximately at 10 bar. The results indicate that the highest indicated pressure and effi-
ciency were obtained with low to moderate hydrogen additions, coupled with slightly fuel-rich and slightly 
fuel-lean conditions, respectively. Nonetheless, lean mixtures featuring high hydrogen content also 
demonstrated promising performance. When the hydrogen volume fraction surpasses 40%, the engine 
demonstrates stable operation under lean-burn conditions with an equivalence ratio of 0.6.  

To optimize SI engines often pre-chamber concepts are studied. Several studies [17] [18] [19] have 
demonstrated that the pre-chamber jet flame ignition can significantly enhance the ignition stability and 
flame speed of ammonia, enabling the possibility of lean combustion with ammonia. Shawn et al. [20] 
investigated the impact of varying compression ratios (ranging from 12:1 to 20:1) and equivalence ratios 
(ranging from 0.5 to 1) on engine performance and NOx emissions using an 82.5mm bore four-stroke 
engine equipped with pre-chamber ignition. The equivalence ratio is adjusted by altering the ammonia 
content of the inlet while maintaining a constant total hydrogen quantity. The findings indicate that, 
across all compression ratios, the optimal indicated thermal efficiency and minimal unburned NH3 and 
N2O emissions are observed at approximately 0.7-0.8 equivalence ratios. Conversely, NOx emissions 
are highest at these equivalence ratios. Notably, N2O formation primarily was found to occur near the 
wall due to low temperature combustion and quenching, rather than within the propagating flame front. 

The studies mentioned above primarily utilize small bore engines with low IMEP. Nonetheless, it's 
crucial to recognize that larger bore marine engines experience significantly extended flame propagation 
distances, which markedly influence feasible operating limits. However, there has been limited investi-
gation into suitable ignition modes for utilizing ammonia-hydrogen mixtures in marine engines. Further-
more, the impacts of boundary conditions, including the hydrogen energy ratio, equivalence ratio, com-
pression ratio, and intake pressure on power, thermal efficiency, knock combustion, NOx and unburned 
ammonia emissions of marine engines necessitate further comprehensive exploration.

Therefore, this study aims to conduct a numerical investigation into the feasibility of spark ignition, 
passive pre-chamber ignition, and active pre-chamber ignition on a marine engine. The flammability and 
knock boundaries under these three ignition modes are explored, considering various conditions such 
as hydrogen energy ratio, equivalence ratio, compression ratio, and intake pressure. Additionally, their 
influence on engine power, thermal efficiency, knock, NOx emissions, and unburned ammonia emissions 
are examined. Ultimately, the research seeks to determine the optimal solution which achieves the best 
balance of power, thermal efficiency, and NOx emissions. The research findings of this paper can pro-
vide guidance for the design of marine ammonia-hydrogen fuel engines. 
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2. Numerical methodology
The engine utilized in this investigation is a four-stroke marine medium-speed engine featuring a

cylinder bore of 270 mm. Detailed specifications of the engine are outlined in Table 1. The geometry is 
presented in Figure 1. Ammonia and hydrogen are introduced into the intake manifold during the intake 
stroke. Subsequently, the fuels mix with air to generate a homogeneous fuel mixture near top dead 
center, which is then ignited either by a spark plug or jet flame from pre-chamber. The geometric layout 
of the pre-chamber is depicted in Figure 1. The volume of the pre-chamber is roughly 3% of the volume 
of the main combustion chamber at top dead center. Six orifices link the pre-chamber and the main 
chamber. In the case of the active pre-chamber ignition, a small amount of extra hydrogen, constituting 
approximately 2% of the total energy fraction, is introduced into the pre-chamber at 50° ATDC with a 
consistent mass flow rate. The injection pressure is maintained around 20 bar. Three ignition methods 
were explored in this study, namely spark plug ignition, passive pre-chamber ignition, and active pre-
chamber ignition. The boundary conditions for each method are presented in Table 2. 

Table 1. Engine specifications 

Engine type Four stroke 
Bore/(mm) 270 
Stroke/(mm) 340 
Connecting rod length/(mm) 670 
Engine speed/(rpm) 671 

Fig. 1. The geometric model of the engine and pre-chamber 

Table 2. Simulation case set up 

Spark plug ignition Passive prechamber 
ignition 

Active prechamber ig-
nition 

Compression ratio 12 12-14 12-16
H2 energy ratio 10%-40% 25%-60% 0%-30% 
H2 volume ratio 13%-47% 30%-67% 0%-36% 
Equivalence ratio 0.4-1 0.4 0.4 
Spark timing (°ATDC) -15 -15 -10
Intake pressure (bar) 2 3 3 
Exhaust pressure (bar) 1 2 2 

In this investigation, the three-dimensional computational fluid dynamics (CFD) commercial simula-
tion software CONVERGE is employed. A base grid size of 4 mm is utilized. Additionally, fixed refine-
ment is applied in crucial flow and combustion regions. For instance, spherical refinement is added near 
the spark plug, employing a fine mesh size of 0.5 mm, while cylindrically shaped refinement is imple-
mented in the pre-chamber, utilizing a fine mesh size of 1 mm. Moreover, refinement grids of 0.5 mm 
are placed at the interface between the pre-chamber and the main chamber. Adaptive mesh refinement 
(AMR) is further utilized in regions exhibiting significant temperature and pressure gradients, employing 
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a mesh size of 2 mm. Figure 2 illustrates the mesh for this simulation, encompassing fixed embedding 
and AMR. By maintaining same AMR and fixed refinement mesh strategies and only altering the base 
grid, this mesh configuration is tested with pre-chamber ignition cases. Figure 3 illustrates the variation 
of cylinder pressure with changes in the base grid. It is evident that a base grid of 4 mm adequately 
satisfies the computational requirements. 

Fig. 2. The mesh configuration in this simulation 

Fig. 3. Effect of various base grid sizes on cylinder pressure 

The RNG k-ε RANS model is employed to describe the turbulence, while the SAGE combustion model 
is utilized to simulate the combustion process of ammonia and hydrogen, as shown in Table 3. The 
reaction mechanism of ammonia-hydrogen developed by Stagni et al. [21], consisting of 31 species and 
203 reactions, is employed in this study. The comparison of cylinder pressure and heat release rate 
between experimental and simulated data under various loads for the original diesel engine is presented 
in Figure 4. The results indicate that this model can accurately describe the scavenging and combustion 
processes of the diesel engine under various conditions. Therefore, assuming that the ammonia-hydro-
gen mechanism is adequately accurate, it can be inferred that this model can effectively describe the 
combustion process of ammonia-hydrogen mixtures. 

Table 3. The models adopted in the simulation 

Turbulence model RNG k-ԑ 
Combustion model SAGE 
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Fig. 4. The comparison of cylinder pressure and heat release rate between experimental and simulated 
data under various loads for the diesel engine 

3. Results and discussion

3.1 Spark plug ignition 

Figure 5 illustrates cylinder pressure and heat release rate under different hydrogen energy fractions 
and equivalence ratios in the spark plug ignition mode. An intake pressure of 2 bar and a compression 
ratio of 12 were selected to avoid excessively high peak pressure and knock. The spark plug timing was 
set at -15°ATDC. As expected, an increase in equivalence ratio and hydrogen energy fraction signifi-
cantly enhances flame propagation speed, peak pressure, and combustion rate. As the hydrogen energy 
fraction increases, cases with lower equivalence ratios can achieve normal combustion, whereas cases 
with higher equivalence ratios experience knock. The optimal hydrogen energy fraction ranges between 
15% and 40%, and it increases as the equivalence ratio decreases. When the equivalence ratio is re-
duced to 0.6, the flame speed remains notably slow when the hydrogen fraction is increased to 40%. 
Furthermore, it is evident that under the current boundary conditions, achieving combustion with ex-
tremely lean mixtures (equivalence ratio of 0.4) may necessitate a higher hydrogen energy fraction.  

Figure 6 illustrates the feasible boundary conditions for misfire and knock, categorizing engine states 
into five types: non-ignition (combustion efficiency below 20%), incomplete combustion (combustion 
efficiency between 20-80%), normal combustion (combustion efficiency above 80% and no knocking), 
slight knock (MAPO between 0.1-0.2), and heavy knock (MAPO above 0.2). While adjustments to igni-
tion timing or compression ratio can mitigate incomplete combustion and slight knock, addressing se-
vere knock and unburned conditions poses greater challenges. Figure 6 depicts a narrow window for 
normal combustion conditions, highlighting the sensitivity of flame velocity and engine operation to 
equivalence ratio and hydrogen energy fraction.  
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Fig. 5. Cylinder pressure and heat release rate curves under different hydrogen energy fractions and equiva-
lence ratios in spark ignition mode. For reference the spark timing is indicated in the figures (dash-dotted line).  

Fig. 6. Combustion and knock limits under different hydrogen energy fractions and equivalence ratios in spark 
ignition mode. 
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Figure 7 presents the power and thermal efficiency levels across various hydrogen fractions and 
equivalence ratios, with IMEP indicating the power level. Figure 8 illustrates the emission levels of NO, 
N2O and unburned NH3. The normal combustion conditions are highlighted within the dashed box. No-
tably, the thermal efficiency of normal combustion conditions under spark plug ignition mode predomi-
nantly remains below 50% and increases as the equivalence ratio decreases, with a peak efficiency of 
about 48.7% observed at an equivalence ratio of 0.6. The variation in heat release rate is correlated with 
the combustion efficiency and combustion phase. IMEP increases with the rise in equivalence ratio and 
can reach approximately 23.2 bar near the stoichiometric equivalence ratio (normal combustion). With 
regard to NO emissions, the lowest levels are observed under stoichiometric equivalence ratio condi-
tions, approximately Tier III standard, while the highest emissions occurred in the range of equivalence 
ratios of 0.6-0.8, even exceeding the level 2 standard. N2O emissions require special attention due to 
its greenhouse effect, which is 300 times greater than that of CO2. It is evident that N2O emission is 
closely associated with the combustion efficiency. In instances of complete combustion, the presence 
of N2O is almost negligible, whereas in cases of incomplete combustion, the quantity of N2O increases 
significantly. This phenomenon may be attributed to the lower charge temperature in incomplete com-
bustion cases. Additionally, N2O and unburned ammonia exhibit a similar trend and an opposite to that 
of NO emissions, except for stoichiometric equivalence ratios. In summary, to attain lower NOx emis-
sions with a reduced hydrogen energy fraction, the optimal approach is to apply stoichiometric combus-
tion.  

Fig. 7. IMEP and thermal efficiency under different hydrogen energy fractions and equivalence ratios in spark 
ignition mode. The IMEP is indicated with colored bars and the efficiencies with the black line. The dashed boxes 

indicate normal combustion modes. 
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Fig. 8. NO, N2O and unburned NH3 under different hydrogen energy fractions and equivalence ratios in spark 
ignition mode 

Figure 9 illustrates the temperature, NO, and unburned ammonia distributions at CA90 for various 
equivalence ratios. As anticipated, an increase in the equivalence ratio results in a rise in combustion 
temperature, which in turn leads to a corresponding increase in thermal NO emissions. Interestingly, at 
an equivalence ratio of 0.8, the NO concentration is lower than at an equivalence ratio of 1. This implies 
that under stoichiometric conditions, the fuel NO and prompt NO from ammonia are reduced, especially 
the prompt NO is closely related to the equivalence ratio. Furthermore, at an equivalence ratio of 0.6, 
the NO distribution is concentrated at the flame front, unlike in the other two cases where NO is more 
uniformly distributed over the burned region. Additionally, for an equivalence ratio of 0.6, the slower 
propagation speed of the flame front results in a substantial amount of unburned ammonia in the pe-
ripheral areas. 

Fig. 9. Temperature, NO, and unburned ammonia distributions at CA90 under different equivalence ratios 
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3.2 Passive prechamber ignition 

Lean combustion has a promising potential to significantly lower charge temperatures, thereby effec-
tively mitigating the formation of thermal NO. However, achieving lean combustion with spark ignition 
poses challenges due to the low flame speed, as mentioned earlier. A pre-chamber ignition concept 
introduces multiple high-velocity hot jets that, on one hand ignite the charge at multiple locations and 
the other hand increase the turbulence intensity. This leads to a significant improvement in combustion 
rate compared to the SI mode. Consequently, the pre-chamber ignition mode could extend stable oper-
ation towards ultra-lean combustion for ammonia-hydrogen mixtures.  

Figure 10 shows lean combustion conditions (equivalence ratio of 0.4) with passive pre-chamber 
ignition across different hydrogen energy fractions and compression ratios. The intake pressure was 
raised to 3 bar to attain a 20 bar IMEP, similar to the power output for the SI phi=0.8 condition with 2 
bar intake pressure. The spark plug timing remained fixed at -15°ATDC. It is evident that lean combus-
tion at phi = 0.4 is feasible only when the hydrogen energy fraction exceeds 35%. However, the rise in 
the hydrogen energy fraction also increases the reactivity of the fuel mixture, thereby increasing the 
knock tendency. Consequently, the operational range for feasible hydrogen energy fractions is quite 
narrow. Even with a compression ratio surpassing 14, identifying the appropriate hydrogen energy frac-
tion to prevent both knock and misfire can be challenging. Furthermore, even under normal combustion 
conditions (not knocking and acceptable combustion efficiency), the combustion speed and peak pres-
sure remain low, which adversely affects the power output and thermal efficiency. While advanced spark 
plug timing can address these issues, the increased likelihood of misfire and knock due to advanced 
spark plug timing will make it challenging. 

Fig. 10. Pressure-volume and heat release rate curves under different hydrogen energy fractions in passive 
pre-chamber ignition mode at various compression ratios 

Figure 11 presents the IMEP and thermal efficiency under different compression ratios and hydrogen 
fractions, while Figure 12 illustrates the emission levels of NO, N2O and unburned NH3. The thermal 
efficiency of the cases with passive pre-chamber ignition exceeds that of spark plug ignition at the same 
compression ratio, with a maximum increase of up to 2%. This enhancement is attributed to lean com-
bustion, which reduces heat transfer losses on the combustion chamber wall. NO emissions are lower 
than in most cases under spark ignition mode, except at stoichiometric equivalence ratio. They comply 
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with the tier II standards, particularly in normal combustion conditions, where reduced combustion tem-
peratures significantly lower NO content. However, the N2O and unburned NH3 emissions exhibit high 
levels due to the lower combustion rate. Advancing the spark timing may potentially mitigate this phe-
nomenon, nevertheless, excessively advancing the spark timing also poses the risk of knock. 

Fig. 11. IMEP and thermal efficiency under different hydrogen energy fractions in passive pre-chamber ignition 
mode at various compression ratios. The line indicates the corresponding efficiency. Dashed box indicates the 

normal combustion events (no-knock). 

Fig. 12. NO, N2O and unburned NH3 under different hydrogen energy fractions in passive pre-chamber igni-
tion mode at various compression ratios 

Figures 13 and 14 present the distributions of temperature and N₂O emissions at various combustion 
timings for different hydrogen energy fractions under a compression ratio of 12. Higher hydrogen frac-
tions result in elevated combustion temperatures, consequently leading to increased NO emissions. 
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N₂O is primarily concentrated at the flame front, and its concentration tends to decrease when combus-
tion temperatures increase. Figure 15 illustrates the total N₂O and NO traces as function of CA. It indi-
cates that at higher temperature, N2O maybe reacts quickly into NO and only at appropriate temperature 
N2O is formed and conversion to NO is slow that relevant concentrations remain. 

Fig. 13. Temperature distributions at different combustion timings under varying hydrogen energy fractions 
with a compression ratio of 12 

Fig. 14. N2O distributions at different combustion timings under varying hydrogen energy fractions with a com-
pression ratio of 12 
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Fig. 15. The total N₂O and NO traces as function of CA 

3.3 Active prechamber ignition 

Active prechamber ignition has the capability to increase the temperature in the hot jets, thereby 
further increasing the flame speed and promoting a more stable ignition process, even at lower hydrogen 
energy fractions. Figure 16 demonstrates cylinder pressure and heat release rate at various hydrogen 
fractions and compression ratios with an active pre-chamber. The global equivalence ratio is kept at 0.4 
and the intake pressure is 3 bar, equivalent to the settings for the passive pre-chamber. The active pre-
chamber is fed with an extra amount of H2, 2% of the total energy input, leading to an equivalence ratio of 
0.6 in the pre-chamber. The spark plug timing is retarded to -10°ATDC to mitigate knocking. It is 
evident that active pre-chamber ignition allows a significant decrease in hydrogen energy fraction in the 
main chamber to a range of 10% to 25%. Moreover, even after increasing the compression ratio above 14, 
normal combustion conditions persist. Furthermore, compared to passive pre-chamber ignition mode, 
active pre-chamber ignition mode exhibits a higher peak pressure and combustion rate without any knock 
or misfires, despite the delayed spark plug timing, indicating a positive impact on power output. 

Fig. 16. Cylinder pressure and heat release rate curves under different hydrogen energy fractions in active 
prechamber ignition mode at various compression ratios 
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Figure 17 illustrates the IMEP and thermal efficiency, while Figure 18 depicts the emission levels of 
NO, N2O and unburned NH3. Compared to the passive pre-chamber, the highest thermal efficiency of 
the active pre-chamber ignition mode is further enhanced, reaching up to 52.8%. This improvement is 
attributed to an increase in the compression ratio. NO emissions are comparable to those observed in 
passive prechamber configurations, which comply with Tier II emission standards. Even under normal 
combustion conditions, NO emissions are slightly higher, possibly due to increased mean combustion 
temperatures. Conversely, emissions of N2O and unburned NH3 are substantially decreased, 
potentially attributed to the increased flame speed. 

Fig. 17. IMEP and thermal efficiency under different hydrogen energy fractions in active pre-chamber ignition 
mode at various compression ratios 

Fig. 18. NO, N2O and unburned NH3 emissions under different hydrogen energy fractions in active pre-chamber 
ignition mode at various compression ratios 
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Figures 19 illustrates the distributions of temperature at various combustion timings for different hy-
drogen energy fractions under a compression ratio of 12. Similar to passive pre-chambers, increasing 
the hydrogen fraction elevates the overall combustion temperature. However, active pre-chambers differ 
by exhibiting higher temperatures within the pre-chamber and slightly lower temperatures in the main 
combustion chamber. This can lead to different distributions of NO emissions compared to passive pre-
chambers, as shown in Figure 20. In the passive pre-chamber cases, the main chamber exhibits a higher 
NO concentration, whereas in the active pre-chamber cases, the main chamber shows an even higher 
NO concentration.  

Fig. 19. Temperature distributions at different combustion timings under varying hydrogen energy fractions 
with a compression ratio of 12 

Fig. 20. Comparison of NO distribution within the cylinder between active and passive pre-chamber cases 

Figure 21 demonstrates the relationship between N2O and NO, and between N2O and unburned NH3. 
It indicates that the concentration of N₂O is inversely proportional to that of NO, which is similar to the 
NOx-soot trade-off found in diesel engines. Additionally, N₂O appears to be almost directly proportional 
to the concentration of unburned NH₃. The positive correlation between N2O and unburned NH3 maybe 
since both are a result of low temperatures. N2O is typically formed at low temperatures while at these 
conditions also the flame speed is low leading to incomplete combustion, and thus greater amount of 
unburned ammonia. Elevated NO concentrations are generally linked to higher charge temperatures, 
which promote faster combustion and, in turn, reduce N2O production. Conversely, higher levels of N2O 
often indicate incomplete combustion, which tends to correspond with reduced NO concentrations. 
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Fig. 21. The relationship between N2O and NO, and between N2O and unburned NH3 

Figure 22 provides a comprehensive comparison of three ignition modes in terms of performance, 
emissions and hydrogen fraction. Active pre-chamber ignition demonstrates the highest thermal effi-
ciency and achieves the lowest feasible hydrogen fraction. Furthermore, it exhibits excellent emission 
levels of N2O and unburned NH3. In contrast, all attributes of passive pre-chamber ignition are the least 
favorable. Spark ignition under stoichiometric conditions can achieve the lowest emissions of NO, N2O 
and unburned NH3. However, its thermal efficiency is significantly reduced due to higher heat transfer 
losses. 

Fig. 22. A comprehensive comparison of performance and emissions among spark ignition, passive pre-cham-
ber ignition, and active pre-chamber ignition 
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This study investigates and evaluates the feasibility of spark plug ignition, passive pre-chamber igni-
tion, and active pre-chamber ignition for ammonia-hydrogen marine engines, in terms of examining en-
gine performance, emissions, as well as misfire and knock occurrences for a targeted high-load case 
(approximately 20bar IMEP). Furthermore, optimal operational parameters for guiding engine design 
are defined, such as compression ratio, equivalence ratio, and hydrogen energy fraction.  

The specific conclusions are as follows: 

1. Lean combustion is challenging to achieve in spark plug ignition mode due to the lower flame speed
and higher ignition energy. NOx emission is highest in the 0.6-0.8 equivalence ratio range, which can
exceed tier II standards. In contrast, stoichiometric combustion yields NOx emissions near tier III stand-
ards, with the lowest hydrogen energy fraction. The optimal hydrogen energy fraction ranges between
15% and 40%. It is found that N2O emissions are closely linked to the combustion efficiency. In instances
of complete combustion, the presence of N2O is almost negligible. However, in cases of incomplete
combustion characterized by lower combustion temperatures, the quantity of N2O increases significantly
for all equivalence ratios.
2. Prechamber ignition can accelerate the flame speed and facilitate lean combustion. However, in the
passive prechamber ignition mode, the hydrogen energy fraction needs to be increased to more than
35% to achieve successful ignition. Increasing the compression ratio can reduce the required hydrogen
energy fraction. However, this increases the tendencies towards end-gas autoignition and knock. Con-
sequently, achieving normal combustion at high compression ratios becomes challenging.
3. Active prechamber ignition can significantly reduce the hydrogen energy fraction in the main combus-
tion chamber, lowering the risk of spontaneous combustion in the end gas. This allows for a higher
compression ratio and leads to a considerable improvement in thermal efficiency. NO emissions are
found to be below Tier II. Additionally, the further accelerated flame speed diminishes N2O and unburned
NH3 emissions.
4. In summary, employing spark plug ignition with a stoichiometric equivalence ratio can be used to
achieve higher engine power for a given intake pressure and yields minimal emissions of NO, N2O and
unburned NH3. However, this method has a lower thermal efficiency due to increased heat transfer
losses (max found is 48.7%). Lean combustion utilizing pre-chamber ignition can achieve a higher ther-
mal efficiency. Especially an active pre-chamber can further enhance thermal efficiency, achieving a
maximum of 52.8%, while achieving the lowest hydrogen energy fraction. Both active and passive pre-
chambers produce NO emissions at levels compliant with Tier II standards, however, the active pre-
chamber demonstrates superior thermal efficiency and lower emissions of N2O and unburned NH3. This
can be attributed to the passive prechamber's higher propensity for knocking and misfires, which hinders
its performance.
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Abstract.  The use of ammonia as an alternative fuel for marine engines is currently an important 
method of reducing GHG emissions from shipping, but the poor combustion characteristics of am-
monia fuels and more NOx produced by the emissions make it difficult to be widely used at this 
stage. Therefore, a simulation model of high-pressure direct-injection ammonia/dimethyl ether 
(DME) hybrid combustion was developed by coupling chemical reaction kinetics and computational 
fluid dynamics to analyze the combustion process of ammonia fuel ignited by DME with a low en-
ergy ratio(2%-5%), and to study the effect of the active atmosphere brought by DME on the com-
bustion of ammonia. The results show that DME ignites the ammonia fuel by releasing reactive 
radicals and heat, in this way promotes ammonia combustion. As a result, mixing more DME im-
proves the ammonia combustion characteristics by advancing the combustion phase and shorten-
ing the combustion duration. In addition, earlier ammonia injection allows more gas-phase ammonia 
to be premixed in the cylinder, and the DME flame and the OH it produces are more readily acces-
sible to the ammonia, enhancing the ignition effect and improving engine performance. Compre-
hensive study of DME injection timing and dual-fuel injection timing intervals, and it was found that 
when the DME injection timing was too early, the engine worked roughly with large maximum burst 
pressure and pressure rise rate, which might lead to exceeding the engine strength limit.

1. Introduction
The Paris Agreement [1] provided that the increase in global temperatures need to be limited to 

2°C in this century, while searching for effective measures that can limit the temperature increase to 
1.5°C. However, global temperatures have already risen by 1.1°C compared to pre-industrial tempera-
tures. By today, the climate impact of the greenhouse effect has become increasingly unbearable for 
everyone. The International Maritime Organisation (IMO) has been done intensive and thoughtful work 
to reduce carbon emissions in the global shipping industry, which has advanced the global efforts to 
reduce carbon emissions in the shipping industry and achieved a more significant effect. 80th Marine 
Environment Protection Assembly conducted by IMO on 7 July 2023 adopted the document "2023 IMO 
Strategy On Reduction Of GHG Emissions From Ships"[2].In accordance with the principle of a ‘fair and 
equitable transition', the IMO has alleviated the emissions reduction burden on the shipping industry in 
underdeveloped countries, and has accelerated the timeline for achieving net zero emissions from the 
end of this century to 2050. 

There are two general approaches to reducing carbon of the shipping industry. Specifically, the 
first is to increase the thermal efficiency of engines and reduce the use of fossil fuels; the second is to 
use low-carbon or zero-carbon alternative fuels, such as ammonia, hydrogen, methanol and natural gas. 
Methanol is one of the excellent low-carbon alternative fuels for marine use, because the molecular 
oxygen atoms in methanol make it possible for methanol to be self-supplied with oxygen during com-
bustion [3-4], Green methanol is the use of carbon capture technology to produce carbon dioxide in the 
air to achieve carbon cycling. However, more research is still needed for the large-scale application of 
methanol in ships because carbon capture technology is very expensive . Hydrogen is considered to be 
the most promising energy source of this century, and is recognized as an excellent carrier of clean 
energy as it does not produce CO2 and pollutant emissions when burned [5-6]. However, hydrogen has 
fatal shortcomings in storage and transportation that are difficult to be solved by existing technologies, 
making it difficult to popularize today. Ammonia, as a carrier of hydrogen, is easy to produce and store, 
and has a high octane number [7], making it an ideal zero-carbon fuel for ships. The large cylinder bore 
and high power of marine low-speed engines can cause irreversible damage to spark plugs when using 
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spark plugs, so spark ignition (SI) is generally not used for ignition. However, ammonia fuel has an 
ignition temperature of 924 K and a narrow ignition limit (16%-25%) as well as a slow laminar flame 
speed, and the desire to observe compression ignition of ammonia fuels needs to be achieved in very 
high compression ratios ranging from 35 to 100. High compression ratios can be overwhelming to the 
engine and produce more NOx in combustion [8]. Therefore it is necessary to use a more readily self-
igniting fuel as a pilot fuel to enable ammonia ignition at lower boundary conditions. 

Diesel, being a fossil fuel that has been used for many years, has superior combustion char-
acteristics. Literature [9] investigated the reduction of compression ratio of a compression ignition engine 
from 35 to 15.2 by igniting ammonia fuel with pilot diesel. After that, it was stated that an ammonia-
diesel compression ignition engine with diesel as the pilot fuel can achieve successful operation at 95% 
ammonia energy share [10]. Since the end of the last century, Dimethyl ether (DME) has been promoted 
as a diesel alternative [11-16]. DME has the advantages of low NOx emissions, combustion without carbon 
soot and high cetane number, which makes DME cleaner while igniting ammonia fuels more easily. And 
DME's low viscosity (viscosity of diesel is 20 times higher than DME) can also be improved with the use 
of additives. However, DME has a lower calorific value compared to diesel, and more DME needs to be 
consumed to release the same amount of energy, which leads to the need for larger injectors for use in 
marine low-speed engines. Therefore a large number of scholars are currently investigating the kinetic 
modelling of ammonia ignition by low DME ratio. Literature [16] describes the feasibility of direct com-
pression ignition of ammonia/DME mixtures in single-cylinder direct injection diesel engines, makes a 
series of emission measurements, and analyses the cost of using ammonia/DME fuels. Dai et al. [18] 
carried out rapid compression machine(RCM) tests to measure the ignition delay time of ammonia fuels 
ignited by 2% and 5% molar ratios of DME, and a kinetic model for the chemical reaction of ammo-
nia/DME was constructed based on previous studies [19-22]. The authors suggest that the ignition of am-
monia fuel by DME is due to the low-temperature oxidation of dimethyl ether at an early stage, the 
decomposition of which produces reactive factors that contribute to the oxidative exothermic and com-
bustion of ammonia, and that the low-temperature chain-branching reaction of dimethyl ether is im-
portant for the ignition of ammonia. Recently, Issayev et al. [23] developed a kinetic model containing 176 
substances and 1418 reactions, and Yin et al. [24] improved the kinetic model based on the one devel-
oped by Dai and proposed a kinetic model containing 193 substances and 1669 reactions. The two 
models mentioned above can well predict the NH3/DME/air mixed combustion laminar flame velocity, 
but they contain too many species and reactions, which will increase a huge amount of computation in 
3D simulation and lead to a long computation time. Therefore, this paper adopts the kinetic model de-
veloped by Dai et al. with some simplifications, and establishes a simulation model of dual direct injection 
for a certain type of marine low-speed engine, and investigates the combustion process and combustion 
characteristics of ammonia ignited by DME with different fraction, so as to provide a technical reference 
for the development of ammonia marine low-speed engines. 

2. Model and methodology descriptions
An ammonia/DME dual fuel high pressure direct injection compression-ignition 2-stroke marine 

engine model based on a low-speed engine of a certain type of ship was constructed and simulated 
using CONVERGE. The model has three ammonia fuel injectors uniformly distributed around the cylin-
der head circumference, and the DME injectors are set in a small space in the middle of four exhaust 
valves. The ammonia injectors have five orifices and the DME injectors have six orifices in a uniformly 
distributed area. The geometrical model of the engine is detailed in Fig.1, the injection setup is shown 
in Fig.2, and the parameter settings of the structure are detailed in Table 1. 
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Fig. 1. Engine geometry model 

Fig. 2. Schematic diagram of oil injection setup 
Table 1．Engine structural parameters 

Parameters value 
Stroke number 2 

Engine speed/(rpm) 103.2 
Bore×Stroke/(mm) 520×1658 

Connecting rod length/(mm) 2658 
Compression ratio 21.8 

Number of simulation cycles 1 
The injection parameters of the engine are detailed in Table 2, and the sub-models of the 

simulation model are detailed in Table 3. 
Table 2．Setting of engine injection parameters 

Parameters value 
Number of DME injector 1 
Number of NH3 injector 3 

Injection time of DME/(deg) -5
Injection time of NH3/(deg) 0 
Energy fraction of DME/(%) 5/4/3/2 

Injection pressure of DME/(MPa) 70 
Injection pressure of NH3/(MPa) 50 
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Table 3．The models adopted in the simulation

Models Name 
Combustion model SAGE 
Turbulence model RNG k-ԑ 

Collision model The NTC collision 
Droplet breakup model KH-RT 

Low-speed marine engines are large in size, and the small base mesh cannot be chosen to 
ensure the computational accuracy and to take into account the computational feasibility. The grid-in-
dependence analysis has been completed and the base grid size that can guarantee the accuracy and 
computational speed has been selected in the previous study, which is described in detail in the literature 
[2]. 

The detailed NH3/DME mechanism was developed by Dai and contains 191 species and 1657 
reactions, which have been widely adopted and validated. In order to save computational time, a skele-
ton mechanism was built based on the DRGEP (Directed Relation Graph with Error Propagation) 
method. The target species of the simplified mechanism were identified as DME, NH3, CO, CO2, H2O, 
N2, and O2, and the DRGEP ignition delay time errors of 10%, 20%, 40%, and 50% were obtained for 
four skeleton mechanism mechanisms with species numbers of 75, 61, 61, and 60, which yielded ignition 
delay time errors of 8.57%, 14.42%, and 14.44%, respectively, 42.8%. Fig. 4 shows the ignition delay 
time validation results involving different species of skeleton mechanism, which are in sharp contrast to 
the experimental results. The reaction between NH3 and DME has been less studied and the experi-
mental results are not sufficient. The ignition delay time of the skeleton mechanism at low temperatures 
is not precise, but the trend is similar, so it is acceptable at this stage. It can be seen that the prediction 
accuracy of the skeleton mechanism with a species number of 61 is acceptable, and the smaller number 
of species greatly reduces the computational cost, so the skeleton mechanism with an error of 20% and 
a species number of 61 was chosen as the final choice. 

(a)φ=0.5 (b) φ=1

(c) φ=2
Fig.4. the ignition delay time validation results 

Since there is basically no experimental data on the engine with dual-fuel combustion of NH3 
and DME, the cylinder pressure and exothermic rate data of the original engine combusted under four 
different operating conditions using pure diesel as the fuel are calibrated to be the most accurate at the 
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current conditions, and the comparison is made to obtain the calibration curves as shown in Fig.5.and 
6. Therefore the use of diesel experimental data to calibrate this engine model is the most accurate at
this stage.

Fig.5. Cylinder pressure calibration curves under four different working conditions 

(a)25%load
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(b)50% load

(c)75% load

(d)100% load
Fig.6. Calibration curves of exothermic rate under four different working conditions 

3. Results and discussions

3.1 Impact of DME energy ratio 

DME is a carbon-containing fuel like diesel, so the more DME is used, the more CO2 is pro-
duced by combustion, which must be reduced in order to reduce carbon emissions from the engine. 
However, due to the poor ignition performance of NH3, pilot fuels above a certain energy ratio must be 
used for ignition. Therefore, the energy share of DME needs to be investigated and the amount of DME 
used needs to be minimised. Since the skeleton mechanism validates IDT for DME energy ratios of 2% 
and 5%, DME energy ratios of 2%-5% are currently investigated. In all cases with different DME energy 
ratios, the combustion in the cylinder presents a typical dual-fuel combustion, as shown in Fig.7. Firstly, 
the DME combustion was exothermic with a small exothermic peak, which was the first stage of com-
bustion. The first one is the premixed combustion of DME which has time to evaporate before the spon-
taneous ignition, after which the exothermic rate decreases. The combustion rate then gradually in-
creased as DME was continuously injected until the end of DME injection. After the ammonia was 
injected into the cylinder, the exothermic rate in the cylinder was almost zero, presumably because the 
ammonia was ignited by contact with the reactive groups produced by the combustion of the DME. Even 
so, the ignition delay of the ammonia was long, and the piston travelled some distance downstream 
before ammonia ignition was achieved, much ammonia fuel accumulated in the cylinder during the time. 
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After the ammonia ignition, a rapid exothermic phenomenon occurs in a short period of time, which is 
the second stage of exothermic. As the premixed ammonia burns out, the premixed combustion changes 
to diffusion combustion. At this time, the rate of ammonia injection into the cylinder and its combustion 
rate reached a sub-equilibrium, and the exotherm gradually levelled off until the end of the ammonia 
injection. However, under the conditions of different DME energy ratios, the ignition point of ammonia is 
almost the same moment, so it can be presumed that ammonia is not exposed to a large number of 
DME flames. Rather, the ammonia oxidises and burns rapidly after contact with the reactive groups 
produced by DME oxidation.

Fig.7. Cylinder pressure exothermic rate curves under DME with different energy ratios 

According to Dai et al [18], the ignition of ammonia is mainly caused by the contact of OH gen-
erated from DME oxidation with ammonia. However, at different DME energy ratios, the ignition point of 
ammonia was almost at the same moment. In order to observe the ignition process of ammonia more 
intuitively, cloud maps of temperature and OH mass fraction distributions at the injector height slices 
were made as Fig.8. The increase of DME ratio resulted in more heat and OH at 1.5°CA after top dead 
centre (ATDC), which led to more ammonia ignition by oxidation. Therefore, with the increase of DME 
ratio, the earlier the ammonia ignition point, the earlier the subsequent combustion, the higher the cyl-
inder burst pressure, which presents the phenomenon of the combustion phase histogram shown in 
Fig.10. From the slice diagram in Fig.8, it can be seen that when ammonia and OH are in contact, most 
of DME has been finished, and at this time, the flame temperature is lower, the ignition effect is poorer, 
and the combustion stability is poorer, which is mainly caused by the late timing of ammonia injection 
Therefore it is necessary to optimize the spray of ignition (SOI) of ammonia and DME. It should be 
explained that the distribution of OH was non-uniform due to the lower horizontal height of the central 
DME injector compared to that of the ammonia injector as Fig.9. To facilitate clearer observation of the 
ammonia ignition process, a slice height corresponding to the horizontal position of the ammonia injector 
was selected. The intricate combustion and flow within the cylinder led to a minor dispersion of OH to 
the level of the ammonia injector. 
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Fig.8. Sliced distribution of temperature and OH mass fraction 
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Fig.10. Combustion stages at different DME energy ratios(CA10 is defined as the moment when 10% of the total 
heat release is generated; CA50 is defined as the moment when 50% of the total heat release is generated; CA90 

is defined as the moment when 90% of the total heat release is generated) 

The combustion of DME produces CO2 and the use of DME should be decreased. Therefore, 
all subsequent studies were conducted using a DME energy ratio of 2%. Attempts were made to achieve 
better performance at low equivalence ratio of DME by adjusting the injection strategy.  

Fig.11. NOx and GHG emission at different DME energy ratios (NO accounts for more than 99% of NOx, so NO 
represents NOx here) 

Fig.11 presents the pattern of the effect of different DME energy ratios on NOx and GHG emis-
sions, the energy ratio of DME has little influence on NOx emission, which is mainly due to the long 
interval between the injection timing of DME and the injection timing of ammonia, resulting in a small 
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difference in ignition effect. Since the greenhouse effect from N2O is about 300 times that of CO2, 
greenhouse gas emissions can be expressed as 300 × 𝑁2O + C𝑂2. As can be seen from Fig.11, N2O  
is emitted in smaller quantities and GHG emissions are mainly influenced by CO2 emissions, so the 
trends and values are similar for both. GHG emissions are increasing with energy ratios ranging from 
2% to 5%. 

3.2 Effect of Injection Timing

3.2.1 Effect of Ammonia/DME Injection Intervals 

The above simulation results explored the energy fraction of the pilot DME, and the DME with 
as low as 2% energy ratio can successfully ignite the ammonia fuel. However, the initial ammonia 
injec-tion timing was set late, and now the ammonia injection timing is investigated by keeping all the 
initial conditions unchanged: 103.2 rpm engine speed, 70 MPa DME injection pressure, 50 MPa NH3 
injection pressure, and 5°CA before top dead center(BTDC) DME injection timing, while the ammonia 
injection timing is set to 2.5, 5, and 7.5°CA BTDC, and the cylinder pressure exothermic rate curve is 
shown in Fig.12, and the temperature curve is shown in Fig.13 The pressure exothermic rate curve is 
shown in Fig.12 and the temperature curve is shown in Fig.13.After advancing the ammonia injection 
timing, the burst pressure and pressure rise rate increased significantly, and the ignition point of 
ammonia was advanced, and the peak exothermic value of ammonia combustion during the rapid 
combustion period also increased. This is mainly because the ammonia spray oxidation combustion 
before the accumula-tion of a portion, so the combustion is very violent.

Fig.12. Cylinder pressure and heat release rate curves at different injection timing (solid line is the result of 
adjusted calculation , dashed line is the result of original ammonia injection timing calculation; HRR 

is heat release rate) 
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Fig.13. In-cylinder temperature curves at different injection timing (solid line is the calculated result after adjust-
ment, dashed line is the calculated result of original ammonia injection timing) 

When ammonia injection timing is earlier than DME, the combustion pattern is not the same as 
in other cases. Since pure ammonia is difficult to be ignited by compression, a portion of the ammonia 
spray is premixed in the cylinder if the ammonia injection time is early. While DME is easily compressed 
after being injected, so the DME flame is directly sprayed to the premixed ammonia, and there is a 
phenomenon of premixed combustion first and then stabilized to diffusion combustion. When DME is 
injected early, DME forms a flame in the cylinder, and when ammonia is injected into the cylinder, the 
ammonia spray will be directed to the flame, and the phenomenon of diffusion combustion occurs di-
rectly. However, the poor compression ignition characteristics of ammonia and high latent heat of va-
porisation make ammonia injected into the cylinder will reduce the temperature of the cylinder, so the 
ammonia spray will inhibit the combustion of the pilot fuel, pre-injection of ammonia in the example of 
the combustion stage of the DME exotherm is lower. And according to research, liquid phase ammonia 
can easily extinguish the flame of pilot fuel[26].When the ammonia is injected late, the liquid ammonia is 
directly injected into the DME flame, which leads to unstable combustion with large troughs in the exo-
thermic rate in the range of -4°CA ATDC to 0°CA ATDC, which requires adjusting the injection strategy 
to optimize the ammonia ignition. And when the ammonia is injected early, the internal temperature of 
the cylinder is higher near the upper stopping point, and after the liquid ammonia is sprayed into the 
cylinder, the spray edge is rapidly vaporized, and the DME flame can contact more gas-phase ammonia, 
which results in a better ignition of ammonia by the DME flame. And in order to reduce the inhibition of 
the pilot flame by liquid ammonia, the DME spray is set so that it does not directly collide with the 
ammonia spray. Fig.14 demonstrates the ammonia injection moment at -7.5°CA ATDC and -2.5°CA 
ATDC in the ammonia combustion pre-temperature slice.
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Fig.14. Temperature slices at -7.5°CA ATDC and -2.5°CA ATDC at the moment of ammonia injection in the pre-
ammonia combustion period. 

As can be seen in Fig.14, for uniformity of combustion, one of the three ammonia injectors is 
offset downwards, the ammonia injected from this injector can easily come into contact with the DME 
flame that is formed underneath it and thus burn first. Therefore, in the case of the late ammonia injector, 
the combustion pattern is such that one of the ammonia bundles is ignited and gradually spreads to the 
other two bundles. In the case of the early ammonia injection, the ammonia combustion is very rapid 
and occurs simultaneously along the inside of the three ammonia sprays because of premixed combus-
tion. Therefore, the combustion of the pre-injected ammonia case is very intense in the rapid and slow 
combustion periods, so the maximum burst pressure of the pre-injected ammonia is large, close to 
25MPa, and the mechanical strength of the engine cannot withstand such a large pressure. And be-
cause the injection timing of DME is -5°CA ATDC, the moment of ignition is earlier than the upper stop, 
and the upward movement of the piston will do negative work on the exothermic expansion, which re-
quires a coupling study of the injection timing of the fuel and the interval of the dual-fuel injection. 

3.2.2 DME injection timing and dual-fuel injection interval coupling effects 

The injection timing of DME was set to -10°CA ATDC, -5°CA ATDC and 0°CA ATDC, and the 
injection timing intervals of ammonia and DME were set to -2.5°CA, 0°CA and 2.5°CA. The effects on 
ammonia ignition, flame development and emissions were observed. Fig.15 demonstrates the cylinder 
pressure graphs under the coupled DME injection timing and dual-fuel injection interval conditions, and 
Fig.16 demonstrates the exothermic rate graphs under different conditions. 

Fig. 15. Cylinder pressure curves for different DME injection timing coupled with dual-fuel injection in-
terval conditions (solid line is an example with an injection timing of -10° CA ATDC; dashed line is an example 

with an injection timing of -5° CA ATDC; dotted line is an example with an injection timing of 0° CA ATDC) 
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Fig.16. Exergy rate plots for different DME injection timing coupled with dual-fuel injection interval   
conditions (solid line is for the example with injection timing of -10° CA ATDC; dashed line is for the 

example with injection timing of -5° CA ATDC; dotted line is for the example with injection timing           
of 0° CA ATDC) 

Fig.15 can be found that the earlier injection timing will advance the ignition point, which will 
increase the pressure rise rate and maximum burst pressure, and the combustion will be violent and 
work roughly in the rapid and slow combustion periods. And the earlier injection timing counts the after-
burning period combustion is more moderate, the exothermic rate is lower. And the piston downward in 
the afterburning period, the heat dissipation area is enlarged, and the easing of the afterburning period 
will make the heat loss less, but due to the earlier ignition, it will do a lot of negative work before the 
upper stopping point, so the output power needs to be further explored. As seen in Fig.16, similar to 
previous studies, when the DME injection timing is constant, the peak exothermic value decreases and 
then increases as the ammonia injection moment becomes later and the peak moment is delayed. While 
the DME injection timing is delayed, the environment inside the cylinder is different at the time of injection, 
resulting in different combustion of DME. There are two phases of DME combustion exotherm, premixed 
combustion and diffusion combustion. The cylinder temperature is lower, the evaporation rate of DME 
oil droplets is slower, more premixed DME burns rapidly after ignition when DME is injected earlier, the 
peak of premixed combustion is large, and the diffusion combustion time is shorter. This more intense 
premixed combustion is more effective in igniting ammonia. This may result in faster ignition because 
the premixed DME has more time to diffuse and more DME diffuses to the setting height of the ammonia 
injector, and the reactive atmosphere produced by the DME after ignition can reach the injected ammo-
nia spray earlier. In addition, DME injection timing of -10° CA ATDC and -5° CA ATDC have very similar 
exotherms in the pre-combustion phase of the ammonia combustion, differing only in phase. However, 
in the later stage of combustion, the exothermic rate decreases faster in the case with early injection 
timing DME injection timing at 0°CA ATDC and the highest peak exothermic value in the case with an 
injection interval of -2.5°CA. This is due to the higher pressure and temperature in the cylinder near the 
upper stop, the DME exotherm is more rapid and the ignition effect on ammonia is better. And since the 
ignition occurs after the upper stop, the exothermic expansion does basically no negative work on the 
upward movement of the piston. However, the rate of heat release during the afterburning period is 
faster compared to the earlier injection timing strategy, which may result in greater heat loss. 

Indicated Specific Fuel Consumption (ISFC) is an important metric for judging the performance 
of an engine, which is defined as the mass of diesel fuel required by the engine to produce 1kWh of 
output work. Fig.17(a) and 17(b) show the indicated specific fuel consumption and indicated thermal 
efficiency for different DME injection timing and dual-fuel injection timing interval coupling, respectively. 
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(a)ISFC

(b)indicated thermal efficiency(ITE)
Fig. 17. Indicated Specific Fuel Consumption and Indicated Thermal Efficiency at Different Injection Timing and 

Injection Timing Intervals 

Fig.17 presents a clear pattern, i.e., the fuel consumption gradually increases when the injec-
tion interval is varied from -2.5° CA ATDC to 2.5° CA ATDC. While the injection interval is kept constant, 
the fuel consumption keeps increasing with the postponement of the DME injection timing. Similarly, the 
ITE decreases with delayed injection timing; and decreases with delayed injection moment. The reduc-
tion of fuel consumption by the advance of injection timing is mainly due to the pre-mixed DME in the 
cylinder realizes multi-point combustion with a faster rate of exothermic heat release, which provides a 
better thermal atmosphere for the ignition of the ammonia. It makes it easier for ammonia to be ignited 
and advance the phase of combustion stage. And the reduced fuel consumption with earlier injection 
interval is mainly affected by the difference between the two combustion methods. When the ammonia 
is injected in advance, the ammonia gasifies rapidly in the high temperature environment and forms a 
combustible mixture in the centre of the cylinder. The flame is developed rapidly after DME flame igniting 
the ammonia/air mixture. And the combustion is mainly concentrated in the centre of the cylinder, where 
the swirl is weaker and farther away from the cylinder wall, with less heat dissipation and higher thermal 
efficiency. In addition, the change of both injection strategies will lead to violent combustion or even 
rough work in the early stage, which decreases the heat release in the later stage which results in a 
smaller heat loss.  
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（a）-10°CA ATDC DME Injection 

（b）-5°CA ATDC DME Injection 
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（c）0°CA ATDC DME Injection
Fig. 18. Stages of combustion with different injection strategies 

Fig.18 shows the combustion stages under different injection strategies, which demonstrates 
more clearly the effect of different injection strategies on the overall combustion process. When the 
injection time is advanced, the combustion phase is also advanced, and the CA10 is close to TDC when 
the injection timing of DME is -5°CA ATDC. In addition, the effect of ammonia injection timing on the 
combustion phase is similar. The effects of different time intervals of ammonia/DME injection timing on 
NOx and GHG are illustrated in Fig.19.Earlier injection timing results in more NOx emissions, but lower 
N2O emissions. Although the injection timing of the -10°CA ATDC produces more NOx emissions, it still 
does not exceed Tier III emission standards.Liu et al.[27] found that during ammonia combustion, the 
region of major NO production largely overlaps with the region of high temperatures and low equivalence 
ratios, and in conjunction with Fig. 13, earlier injection results in higher in-cylinder temperatures, and 
although ammonia combustion produces mainly fuel-based NOx, it receives less influence from high 
temperatures than the reactions that generate thermal NOx. Therefore, when the combustion in the 
cylinder is too intense, more NOx will still be produced. The time interval of ammonia/DME injection 
timing has a large effect on emissions. If the ammonia injection timing is later, the NOx emissions is 
lower, but N2O tends to increase with ammonia injection timing delaying.  

(a)NOx emission (NO accounts for more than 99% of NOx, so NO
represents NOx here) 
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(b)N2O

(c)GHG
Fig. 19. NOx and GHG emission at different Ammonia/DME injection timing interval 

Conclusions 
In this paper, the ignition process and combustion characteristics of DME-ignited ammonia fuel 

were investigated, and the following conclusions were obtained: 
1. The simulation model constructed in this study enables the ignition of ammonia by DME with an

energy ratio as low as 2%. This is due to the fact that the OH and heat produced by DME
combustion comes into contact with the head of the ammonia spray, which can quickly oxidise
the ammonia spray and cause it to burn.

2. Keeping the DME injection timing unchanged and advancing the ammonia injection timing sig-
nificantly optimises ignition and combustion. This is mainly due to the premixed gas-phase am-
monia in the cylinder, which will not extinguish the DME flame, but will be easily ignited by the
pilot flame, and the combustion will be more intense, maintaining the sustainability of the sub-
sequent combustion.

3. When ammonia was sprayed first, the ignition appears in the centre of combustion chamber,
which was characterised by premixed combustion. After the premixed flame ignites the three
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ammonia oil columns, the combustion changes to diffusion combustion; when ammonia is 
sprayed later, the ammonia ignites at the head of one of the sprays and gradually ignites the 
other oil columns, which is characterised by diffusion flame. Appropriate premixed combustion 
can strengthen the engine performance and improve the thermal efficiency. 

4. Advancing the DME injection timing results in an overall advance in the combustion phase and
a reduction in fuel consumption. This is due to the lower in-cylinder temperature when injecting
earlier, the longer stagnation period of fuel, and the more intense premixed combustion. How-
ever, too early injection of DME will lead to rough engine operation, and the mechanical strength
of the engine cannot withstand it. Therefore, DME injection timing should be selected after -
5°CA ATDC, and ammonia injection timing should be appropriately earlier than DME.

5. The use of DME did not have much impact on NOx emissions, which was mainly due to poor
fuel injection strategies. However, premature injection of oil will lead to an increase in NOx emis-
sions.This is mainly due to the fact that premature injection results in more intense combustion,
which leads to higher temperatures in the cylinder, thus producing more NOx emissions. On the
other hand, N2O is produced mainly at low temperatures, so N2O emissions follow the opposite
pattern of NOx emissions. Although the simulation results did not exceed Tie III emission stand-
ards, the start of ignition(SOI)DME=0°CA ATDC and SOIAmmonia=-2.5°CA ATDC solutions pro-
duced fewer emissions and greater power performance
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Abstract. Write here the abstract of your paper Ammonia (NH3) stands out as a promising zero-carbon 
fuel for transportation. However, its direct use in internal combustion engines (ICEs) is hindered by its 
low reactivity. One option to alleviate this challenge is to crack the ammonia into hydrogen (H2) which is 
much more reactive during its combustion in engines. This study first focused on experimentally studying 
catalytic ammonia cracking using waste heat from the engine exhaust gas to produce a reformate mix-
ture of hydrogen, nitrogen and ammonia. A tailored catalytic small-scale rig has been coupled to the 
engine exhaust enabling to decouple and understand the effects of cracking catalyst temperature and 
residence time. The subsequent part of the study investigated the combustion and emissions charac-
teristics of the reformate mixture to fuel a modern multi-cylinder SI engine by substituting the gasoline 
fuel up to an energy substitution ratio (ESR) of 30%. Results demonstrated that the fuel's heating value 
could be increased by up to 13% thanks to the waste energy recovered from the hot engine exhaust 
gas. The combustion-promoting properties of the hydrogen within the reformate mixture was able to 
increase combustion stability, thus allowing for leaner operation. Furthermore, the displacement of gas-
oline from the fuel achieved a reduction in CO2 emissions by a third. Special attention was paid to the 
formation of NOX and slip of NH3 which have been reported as key challenges for ammonia and hydro-
gen combustion systems. These findings provide new knowledge contributing into the implementation 
of ammonia cracking for ICEs, enhancing overall system efficiency while reducing carbonaceous emis-
sions. 

Notation 
CAD Crank Angle Degree. 

CFR Cooperative Fuels Research. 

CPSI Channels Per Square Inch. 

FTIR Fourier Transform Infrared Spectroscopy. 

GHG Greenhouse Gas. 

GHSV Gas Hourly Space Velocity. 

ICE Internal Combustion Engines. 

LHV Lower Heating Value. 

1. Introduction
The pursuit of sustainable fuels has sparked interest in ammonia (NH3). Its versatility makes it suitable 
for internal combustion engines (ICEs) and fuel cells [1] [2] [3]. With an appealing zero-carbon footprint, 
notable energy density, and logistical advantages in production, transportation, and storage, ammonia 
emerges as a promising future fuel, playing a pivotal role in the transition towards a decarbonized econ-
omy [4]. However, challenges related to its high ignition temperature and slow flame propagation, hinder 
its widespread adoption as a fuel [2]. Different techniques have been explored to overcome these char-
acteristics, among them plasma assisted combustion, oxygen enrichment and hydrogen enrichment [5]. 
The latter has been extensively studied, as the combustion promoting characteristics of hydrogen can 
lead to improved combustion of ammonia mixtures [6]. There are challenges associated to combustion 
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of mixtures of different gasses where onboard storage is concerned. Yet, this can be overcome as hy-
drogen can be produced via electrochemical [7] or via catalytic [8] [9] decomposition of ammonia using 
waste exhaust heat. This allows for an increase in thermal efficiency due to the recovery of waste heat 
from the exhaust and eliminates the need to carry separate hydrogen and ammonia storage vessels 
onboard.  

On board ammonia cracking offers a solution to the ammonia combustion challenge by partially con-
verting ammonia into hydrogen to significantly enhance its combustion properties [10]. Ammonia cata-
lytic cracking is a process where ammonia decomposes into hydrogen and nitrogen using a base metal 
or noble metal catalyst [11] as shown in Equation 1  

2NH3 → 3H2 + N2 ΔH = 46.2 kJ/mol 
Equation 1. Ammonia decomposition into hydrogen and nitrogen. 

Ammonia cracking is favoured at high temperature and at low pressure owing to its endothermic 
nature, and higher numbers of moles of products compared to reactants. Thermodynamically, at 1 bar, 
the process described by equation 1 require at least 350°C to achieve >99% ammonia conversion [11] 
[12].  

The use of hydrogen to improve ammonia combustion in ICEs has been investigated to increase 
combustion stability, improve engine performance, and reduce emissions. Ryu et al. [13], examined how 
a ruthenium-coated ammonia dissociation catalyst affected the performance and emissions of a super-
charged cooperative fuels research (CFR) engine fuelled with a mixture of ammonia and gasoline. This 
resulted in increased engine power and reduced emissions, especially at low and medium flow rates. 
They reported improved combustion efficiency and reduced fuel consumption, with notable reductions 
in CO, HC, NH3 and NOx emissions. Wang et al. [14] studied the autothermal reforming of NH3 over a 
ruthenium catalyst by replacing air with diesel engine exhaust gases to provide oxygen for the exother-
mic reactions. They found that the O2/NH3 ratio and NH3 concentration significantly influenced the hy-
drogen yield and reforming efficiency. The introduction of the obtained reformed into the engine intake 
reduced carbon emissions. However, excessive addition of NH3 caused adverse effects such as in-
creased NOx emissions. Comotti and Frigo [15] developed an on-board hydrogen generation system 
using a ruthenium-based catalyst to convert ammonia into hydrogen, achieving high system efficiency. 
The system operates autonomously or in tandem with the engine, optimizing performance and reducing 
emissions. They noted that while higher H2 flow rates improve fuel economy, they raise NOx emissions, 
which are mitigated by exhaust aftertreatment. In contrast to the above-mentioned works, Sittichompoo 
et al [8] used a rhodium-platinum catalyst, previously developed for fuel reforming studies. They pro-
duced a H2-N2 mixture with 15% more calorific value than the original ammonia by on-board conversion 
of ammonia using the engine's exhaust. They were able to replace up to 30% of the gasoline in an SI 
engine and achieve significant CO2 reduction. In two prior studies, catalytic processes employed tem-
peratures between 450 and 500°C by introducing a small amount of oxygen to promote oxidative reac-
tions and accelerate the ammonia decomposition [16] with a compromise in overall energy efficiency of 
the process.  

This study aims to demonstrate the feasibility of replacing 30% of the energy supply in a gasoline-
fuelled spark-ignition (SI) engine with a hydrogen/ammonia mixture produced from an ammonia-crack-
ing device. By harnessing the energy potential of the engine's exhaust gas, the partial dissociation of 
ammonia using a dedicated catalyst to yield hydrogen was investigated. The impact of this partial sub-
stitution at stoichiometric and lean conditions on engine performance and emissions was rigorously 
evaluated under controlled operating conditions, specifically maintaining a constant engine speed of 
2000 rpm and torque of 20 Nm. The findings of this investigation will elucidate the viability and implica-
tions of using ammonia cracking for sustainable power generation in SI engines. 

2. Experimental

2.1 Experimental setup 

To investigate the feasibility of using reformate mixtures from a catalytic ammonia cracking heat recov-
ery system for combustion, both an ammonia cracking catalyst and a modern SI engine were employed. 
All testing was completed in the Wyszynski Laboratory at the University of Birmingham. The set-up for 
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both the ammonia cracking and reformate mixture is shown schematically in Fig. 1 with additional detail 
provided below. 

Fig. 1. Engine and exhaust system configuration scheme 

2.2 Ammonia cracking catalyst setup 

The ammonia cracking catalyst used was a ruthenium dioxide catalyst on an alumina support provided 
by Johnson Matthey with monolith dimensions of 25.4 mm diameter x 76.2 mm length. The catalyst cell 
density was 400 channels per square inch (CPSI). The catalyst was housed in a vertical reactor within 
a Carbolite GVA 12/600 3.9 kW tube furnace for precise temperature control (Fig. 1b). The setup was 
instrumented with a K-type thermocouple placed at the inlet to measure catalyst inlet temperature. The 
volumetric concentrations of the reformate gas out of the catalyst were measuring using an MKS 2030 
multi-gas Fourier-transform infrared spectroscopy (FTIR) emission analyser to measure NH3, while a 

195



M. Wu, A. Cova-Bonillo, N.D. Khedkar, G. Brinklow, J.M. Herreros, S. Zeraati Rezaei, A. Tsolakis,
P. Millington, S. Alcove Clave, A. P.E. York

V&F Electron Impact Ionization Mass Spectrometry (EIMS)-HSense analyser was used to measure H2. 
Ammonia was supplied to the catalyst via a calibrated flow meter from a cylinder containing 5% ammonia 
in a balance of nitrogen gas (carrier/diluter gas). 

For reference and context, the decomposition equilibrium for ammonia was calculated using the 
Chemical and Phase Equilibrium Calculation module of Chemkin-Pro. This analysis applied the reaction 
kinetic mechanism of Stagni et al. [17] (31 species, 203 reactions), a mechanism extensively tested in 
different scenarios and resulting in a reliable model [18] [19]. A constant pressure and enthalpy setting 
were applied with a temperature range between 350 °C and 650 °C at a pressure of 1 atm. 

2.3 Ammonia reformate fuelled engine setup 

The effect of the reformate mixtures generated via ammonia cracking on combustion were then tested 
in a modern 3-cylinder 1.5 litre turbocharged SI engine (details in Table 1). All ICE combustion studies 
were performed at a constant engine speed of 2000 rpm and a load of 20 Nm. A low load engine oper-
ation condition has been studied to represent challenging NH3 combustion conditions (low temperature) 
which could require the assistance of H2 to limit unburnt NH3. Higher engine loads will increase in-
cylinder temperature facilitating NH3 combustion. 

Table 1. Engine specification 

Characteristic Value
Displacement 1.5 l 

Number of cylinders 3 
Bore 84 mm 

Stroke 90 mm 
Compression ratio 11:01 

Max power 136 kW @ 6000 rpm 
Max torque 270 Nm @ 1750-3500 rpm 

The hardware of the engine was modified to include injection of mixtures of hydrogen, ammonia and 
nitrogen supplied via a pressurised gas bottle into the intake manifold. Two different mixtures were used. 
Mixture 1 (M1) included 5% NH3, 70% H2 and 25% N2 whilst Mixture 2 (M2) contained 10% NH3, 70% 
H2 and 20% N2 as shown in Fig. 1c. The injection of the ammonia reformate mixtures was controlled 
using a calibrated flowmeter. The air-fuel ratio of the engine was adjusted automatically by the ECU. 
This was done by adjusting the gasoline injection. The engine speed and load were controlled using a 
75 kW AC dynamometer. The engine was instrumented with a piezoelectric AVL GH14P pressure trans-
ducer and AVL optical crank angle encoder in order to measure the in-cylinder pressure. This study 
recorded the in-cylinder pressure data from 200 consecutive cycles and reports the average combustion 
parameters for each cycle. The heat release rate (HRR) was calculated from the in-cylinder pressure as 
per Equation 2. 

𝐻𝑅𝑅 =
𝛾

𝛾 − 1
𝑝
𝑑𝑉

𝑑𝜃
+

1
𝛾 − 1

𝑉
𝑑𝑝

𝑑𝜃

Equation 2. Calculation for heat release rate 

For Equation 2, the variables p and V represent the instantaneous in-cylinder pressure and volume, 
respectively, while γ denotes the specific heat ratio (assumed to be 1.33) of the in-cylinder gases. The 
HRR curve was also normalised to allow for calculation of the 50% cumulative heat release value, which 
is denoted as MFB50 in this article. During the study, the mixture flow was adjusted while the spark 
timing of the engine was adjusted using the ATI Vision software to maintain an MFB50 between 3 and 
5 CAD aTDC. Engine stability was also observed through calculating the coefficient of variation for indi-
cated mean effective pressure (COVimep). Fig. 2 shows the COVimep for each condition tested. The re-
sults show that the COVimep was lower than 2% at each condition. This indicates that the combustion 
was stable at the operating conditions studied in this work. 
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Fig. 2. COVimep for energy substitution ratio and air-fuel ratio 

2.4 Ammonia cracking experimental procedure 

Three different levels of gas hourly space velocity (GHSV) and catalyst inlet temperatures were studied, as shown 

in Table 2. At each GHSV, the flow rate of ammonia at the inlet was varied to ensure that the ammonia concen-

tration at the inlet was the same (approximately 4300 ppm). Temperatures were ramped from 100°C to 550°C at a 

rate of 5°C/min.  

Table 2. Experimental methods for ammonia cracking catalysts 

5% NH3 in N2 N2 Total flow NH3 GHSV 
(l/min) (l/min) (l/min) (ppm) (h−1) 

Case 1 1.0 10 11.0 4288 17,000 

Case 2 1.5 15 16.5 4206 26,000 
Case 3 2.0 20 22.0 4347 34,000 

For the ammonia cracking reformate combustion tests, pure gasoline was taken as the baseline fuel, i.e. 0% 

ammonia reformate was used. The two different gas mixture bottles used to simulate the ammonia reformate mix-

ture (M1 and M2) were both tested at the same engine conditions as the baseline. This led to ammonia/hydrogen 

molar ratios of 0.071 and 0.143 in M1 and M2, respectively, corresponding to conversions of NH3 to H2 of 90% 

in M1 and 83% in M2. The performance and emissions of the engine with the addition of dual fuel were recorded 

using the data logged from the ECU and the emissions measured from the MKS FTIR and the V&F HSense. The 

experimental procedure is summarised in Table 3. 

Table 3. Dual fuel experimental procedure 

Mixture composition Mixture ESR (%) Lambda 

M1: 5% NH3 / 70% H2 / 25% N2 

7.3 1.0 

14.0 1.0 

20.2 1.0 

26.4 1.0 

31.4 1.0 

27.9 1.2 

27.8 1.36 

M2: 10% NH3 / 70% H2 / 20% N2 

14.4 1.0 

21.1 1.0 

26.8 1.0 

33.0 1.0 

29.5 1.0 

29.0 1.2 

28.9 1.4 
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2.5 Calorific value of the ammonia cracking 

Fig. 3 shows the theoretical change in enthalpy of the ammonia cracking process based on 100% am-
monia conversion for an amount of NH3 equivalent to an energy content of 1 MJ. Here it can be seen 
that since the produced reformate gas mixture of hydrogen and nitrogen contains 1.13 MJ of energy 
comparted to the 1 MJ of energy contained within the ammonia energy can be recovered to increase 
the energy content of the fuel by 13%. Since 100% ammonia conversion is not always possible to 
achieve due to either lack of energy or reaction kinetics often only 80% to 90% conversion is achieved. 
In this case the increase in energy content is 10.1% and 11.4% respectively. In this study, the ammonia 
reformate mixtures tested were based on both 80% and 90% ammonia conversion with a flow rate of 
50 l/min of products (hydrogen, nitrogen and uncracked ammonia). This requires 0.61 kJ/s and 0.73 
kJ/s which equates to approximately 7.3% and 8.8% heat recovery from the waste engine exhaust heat. 
The magnitude of energy recovery approximately constitutes 3% of the total combustion energy of the 
fuel. 

Fig. 3. The Heat Recovery of ammonia by endothermic reactions as 100% NH3 cracking 

The effect of ammonia conversion rate has a strong influence on the amount of heat that can be 
recovered. The effect of heat recovered compared to ammonia conversion rate is shown in Table 4. To 
calculate the lower heating value (LHV) of the mixture Equation 3 was used where MixtureLHV  is the 
lower calorific values of the ammonia cracking product, with Mr  and N as the molecular mass and num-
ber of moles respectively.    

𝐿𝐻𝑉𝑀𝑖𝑥𝑡𝑢𝑟𝑒 =
(𝐿𝐻𝑉𝐻2 × 𝑀𝑟𝐻2

× 𝑁𝐻2) + (𝐿𝐻𝑉𝑁𝐻3 × 𝑀𝑟𝑁𝐻3
× 𝑁𝑁𝐻3) + (𝐿𝐻𝑉𝑁2 × 𝑀𝑟𝑁2

× 𝑁𝑁2 )
(𝑀𝑟𝐻2

× 𝑁𝐻2) + (𝑀𝑟𝑁𝐻3
× 𝑁𝑁𝐻3) + (𝑀𝑟𝑁2

× 𝑁𝑁2 )

Equation 3. Calculation for heat release rate 

Table 4. Heat recovery depending upon different ammonia conversion rates 

NH3 Inlet NH3 conversion Heat recovered Increase in enthalpy NH3/H2 products 
(MJ) (%) (%) (MJ) (MJ) 

1 100 13 0.13 1.13 
1 90 11 0.11 1.11 
1 80 10 0.10 1.10 
1 70 9 0.09 1.09 
1 60 8 0.08 1.08 
1 50 6 0.06 1.06 
1 40 5 0.05 1.05 
1 30 4 0.04 1.04 
1 20 3 0.03 1.03 
1 10 1 0.01 1.01 
1 0 0 0.00 1.00 
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3. Experimental

3.1 Ammonia cracking catalyst analysis 

Fig. 4a shows that the ammonia conversion (NH3Conv) depends on catalyst inlet temperature and GHSV. 
At approximately 300°C, the catalytic decomposition of ammonia into hydrogen was observed to start. 
It was also observed that NH3 conversion decreased with increasing GHSV. The light-off temperatures 
were identified at 398°C, 427°C, and 490°C for GHSVs of 18,000 h-1, 25,000 h-1, and 35,000 h-1 respec-
tively. The point of 90% ammonia conversion occurred at 450°C and 520°C for GHSV of 18,000 h-1 and 
25,000 h-1 respectively. However, at 35,000 h-1, 90% ammonia conversion was not achieved at temper-
atures higher than 550°C. The shade area in the figure “Exhaust temperature window” indicate the ac-
tual engine exhaust temperatures available for the ammonia decomposition. Fig. 4b, which mirrors am-
monia conversion, shows that H2 concentration in the catalyst product increases with temperature but 
decreases with higher GHSV. At a GHSV of 18,000 h-¹, the exhaust gas temperature window for low 
load engine conditions allows for 70-90% NH3 cracking, achieving a H2 concentration 4000-5500 ppm. 
Further investigation will be required to elucidate the maximum H2 concentration obtained from the 
cracking process at the various GHSV studied. 

Fig. 4. Experimental temperature and gas hourly space velocities (GHSV) dependent compositions of a) Ammo-
nia conversion and b) hydrogen formation 

The reaction mechanism occurring at the catalyst surface depends on the nature of the catalyst (the 
type of metal(s), support, load, the existence or not of promoter). It has been generally accepted that 
the sequence of reactions that explains the ammonia decomposition process is described through Equa-
tion 4 to Equation 9. These reactions describe the initial adsorption of ammonia on an active site of the 
catalyst (*), followed by successive dehydrogenation and re-combinative desorption to N2 and H2 from 
the surface to the bulk of the fluid. 

NH3 + * ↔ NH3 (*) 
Equation 4. Ammonia adsorption 

NH3(*) + * ↔ NH2(*) + H(*) 
Equation 5. N-H bond cleavage 

NH2(*) + * ↔ NH(*) + H(*) 
Equation 6. N-H bond cleavage 

NH(*)+ * ↔ N(*) + H(*) 
Equation 7. N-H bond cleavage 

2H(*) ↔ H2 (g) + 2(*) 
Equation 8. Hydrogen recombination/desorption 

2N(*) ↔ N2 (g) + 2(*) 
Equation 9. Nitrogen recombination/desorption 
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As a general trend [11], it is found that the rate limiting stage is comprised of the NH3 decomposition 
reactions (Equation 5 and Equation 7), breaking the N-H bonds, for this catalyst configuration (Ru/Al2O3). 
The increase in NH3 conversion with temperature is due to the higher kinetic energy of ammonia mole-
cules, which facilitates the breaking of N-H bonds. At higher temperatures, there are more collisions 
between ammonia molecules and catalyst active sites, increasing the probability of the decomposition 
reaction occurring. The decrease in NH3 conversion with GHSV is because there is less contact time 
between ammonia molecules and catalyst and the reaction becomes kinetic limited. 

3.2 Combustion analysis 

3.2.1 Effect of gasoline substitution with NH3/H2 on combustion characteristics 

Fig. 5 shows peak in cylinder pressure recorded in the expansion stroke rose with gasoline fuel substi-
tution with H2 and NH3 mixture. The maximum pressure for gasoline combustion was 17.5 bar, while 
19.0 bar and 18.2 bar were recorded for gasoline with 31.4% M1 and 33.0% M2 mixture respectively. 
This indicates improved combustion efficiency with higher hydrogen content in the mixtures. Hydrogen 
has been reported to increase the pool of highly efficient radicals (OH·) from the start of combustion, 
thus accelerating the combustion process. It is important to note that spark timing (ST) was systemati-
cally advanced by increasing the ESR to maintain stability and achieve a mid-burning fraction (MBF50) 
around 4.5 CA aTDC. The slightly lower pressure rise in the Gasoline+M2 mixture (Fig. 5b) compared 
to Gasoline+M1 (Fig. 5a) can be attributed to M2 containing twice the ammonia content of M1. 

The rate of H-abstraction and radical formation during combustion is influenced by the initial hydrogen 
concentration [20]. The increasing presence of hydrogen causes more fuel to be involved in the com-
bustion process earlier. This resulted in a higher rate of heat release from the blends compared to gas-
oline. However, this increase is not well appreciated for the mixture Gasoline+M2, probably because 
the differences are of the order of the experimental error associated with the pressure measurement 
and the smaller difference between them discussed above. 

Fig. 5. In-cylinder pressure and heat release rate under different energy substitution ratio (from 0 to 33%) for Mix-
ture Gasoline+M1 (a) and Mixture Gasoline+M2 (b) for stoichiometric condition 

Fig. 6 illustrates the impact on combustion duration of the two H2 & NH3 fuel mixtures at various ESR. 
Please note that the ST timing was retarded to maintain the MFB50 at a constant level. The increase in 
the ESR due to the incorporation of the zero carbon fuel mixtures gradually decrease the flame devel-
opment period (CA0-10). The increase in the initial flame combustion speed, indicated by lower CA0-10 
period, is attributed to the presence of H2 in the mixture despite the addition of NH3. Lower ignition 
energy of H2 accelerated the flame development process [21]. The impact of ESR by the zero carbon 
fuels mixture was less pronounced on the main combustion phase (CA10-50) and the final combustion 
stage (CA50-90). Therefore, ESR by zero carbon fuels primarily influenced the initial flame development 
with minimal effects on later combustion stages, results consistent with the effect on HRR shown in Fig. 5.
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Fig. 6. Combustion duration of ESR at different developmental phases for Mixture Gasoline+M1 (a) and Mixture 
Gasoline+M2 (b) for stoichiometric condition 

3.2.2 Effect of air-fuel ratio with NH3/H2 addition on combustion on characteristics 

While lean-burn engine conditions present challenges due to limitations in mixture flammability, they 
offer a substantial benefit to ICE efficiency. The study maintained the same Gasoline+M1 and Gaso-
line+M2 blends, preserving their respective energy substitution ratios of 27% and 29%, respectively but 
adjusted lambda. Fig. 7 presents the in-cylinder pressure and heat release rate of the Gasoline+M1 (a) 
and Gasoline+M2 (b) mixtures under three different lambda conditions. The peak pressure rose as 
lambda increased. This occurred because the engine throttle angle increased to provide more air to the 
combustion chamber, which also increased the intake manifold pressure. Hence, the pressure shown 
for the in-cylinder pressure was higher for the leaner cases even before combustion takes place. Simi-
larly, to maintain an MFB50 between 3 and 5 CAD aTDC, advancement of the spark timing was required. 

Fig. 7. In-cylinder pressure and heat release rate under different air-fuel ratio (from 1 to 1.4) for mixture gaso-
line+M1 (a) and mixture gasoline+M2 (b) 

Fig. 8 shows the combustion duration of gasoline+M1 (a) and gasoline+M2 (b) fuel mixtures under 
three different lambda conditions. As the lambda value increases, the combustion duration gradually 
increases. Although this was observed at each stage of the process, in particular, the flame development 
period (CA0-10), was more impacted by the excess air. Shinde & Karunamurthy [22] reported a similar 
trend in their research. In general, this can be attributed to the lower fuel concentration making more 
difficult to initiate a stable flame kernel due to the decreased probability of collisions between fuel and 
oxidant molecules [23]. Furthermore, once initiated, the flame must expand to consume the entire air-
fuel mixture, a process that slows down with increased excess air. This is particularly critical in the early 
stages of combustion. Additional factors such as turbulence intensity integral length scale, thermal dif-
fusivity and laminar combustion speed, density relation and thermal stratification could be contributing 
to this slowdown [24] [25] [26]. The combined effect of all these factors prolongs the flame development 
period and, consequently, the overall duration of combustion. Despite this increase, this period remains 
shorter than that of pure gasoline (at lambda 1, see Fig. 6) due to the accelerating effect of hydrogen. 
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Fig. 8. Combustion duration at different developmental phases under different air-fuel ratio (from 1 to 1.4) 
for mixture gasoline+M1 (a) and mixture gasoline+M2 (b) 

3.3 Gaseous emissions 

3.3.1 Effect of gasoline substitution with NH3/H2 on combustion characteristics 

The introduction of a hydrogen-ammonia mixture (H2/NH3) in varying ratios (e.g. Gasoline+M1 and M2) 
and/or under lean burn conditions reduces the CO and THC emissions (Fig. 9). Both CO and THC 
concentrations decreased proportionally with the increase in the ESR. This behaviour can be attributed 
to the replacement of a carbon-based fuel (gasoline) with the carbon-free H2/NH3 gas mixture. In con-
trast, NO and NH3 concentrations exhibited an upward trend with increasing ESR. The literature review 
indicated a correlation between the rise in NO emissions and the temperature increase caused by hy-
drogen addition [27] [28]. This suggests enhanced formation of thermal-NOX, but some researchers 
propose that NO generation from both fuel and thermal pathways might be comparable in magnitude 
for combustion including ammonia [29]. The higher NO emissions observed in the Gasoline+M2 mixture 
compared to the Gasoline+M1 mixture confirm a direct link between ammonia concentration and NO 
formation. NO emissions demonstrate a more pronounced increase of roughly 30% in mixtures contain-
ing M2 (higher NH3) compared to those of M1. This suggest that fuel NOx is more dominant than thermal 
NOx. Furthermore, NH3 slip was more prominent with higher proportions of ammonia within the fuel and 
was increased monotonically with the increase of the ESR. This finding emphasizes the need for a 
comprehensive assessment of the trade-offs involved in ESR for SI engines, considering both the pos-
itive impact on CO and THC reduction and the potential negative consequences for NO and NH3 emis-
sions. This necessitates the design of new environmental catalysts and exhaust gas aftertreatment sys-
tems and their integration withing the engine powertrain. 

Fig. 9. Emissions of CO, THC, NO (a) and NH3 (b) from a SI engine fuelled with Gasoline+M1 and Gasoline+M2 
mixtures, shown as a function of energy substitution ratio 
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The impact of H2/NH3 blends on emissions of CO2, CH4 and N2O is shown in Fig. 10. These are of 
particular interest due to their characterisation as greenhouse gases (GHGs). Both CO2 and CH4 de-
creased because of the replacement of the carbon-based fuel, however, an increase in N2O was ob-
served due to the increase in the fraction of the H2/NH3 mixture. It was observed that the production of 
N2O was related to the ammonia fraction, since the Gasoline+M2 (more ammonia concentred) mixture 
produced a higher proportion, in line with the production of NO. N2O is reported to be produced and 
consumed from NO through the sequence shown by Equation 10 to Equation 12 [30] [31] [32]. 

NH + NO ↔ N2O + H· 
Equation 10. Nitrous oxide formation 

N2O + H· ↔ N2 + OH· 
Equation 11. Nitrous oxide degradation 

N2O(+M) ↔ N2 + O· 
Equation 12. Nitrous oxide degradation 

According to Equation 10, the increase in NO concentration with ESR leads to a higher production of 
N2O, which is observed. However, the global warming potential for N2O, in 100 years (GWP100), is 298 
times higher than that of carbon dioxide. Methane also exhibits a higher GWP than CO₂, though to a 
lesser extent, at 28 times higher [33]. To accurately assess the impact of the ESR on GHG emissions, 
the CO2-equivalent approach was employed that takes into consideration both N2O and CH4. This 
method allows for a standardised comparison of different GHGs by converting their heat-trapping po-
tential into a common unit based on carbon dioxide. In this way, the emissions of CH4, CO2 and N2O 
were determined in terms of mass of CO2 equivalent based on one hour of engine operation. 

Fig. 10. Greenhouse gas (GHG) emissions as function of energy substitution ratio from an SI engine 
fuelled with Gasoliine+M1(a) and Gasoline+M2 (b) mixtures 

The most notable observation from Fig. 10 is that as ESR increased, there was a consistent decrease 
in the total potential greenhouse gas emissions, despite the increase in the contribution of N2O. When 
comparing the Gasoline+M1 and Gasoline+M2 mixtures, it is observed that for the same or similar ESR.  
N2O levels were higher for the Gasoline+M2 mixture. This is related to the higher ammonia content in 
the mixture. However, the total CO2-eq was lower for the Gasoline+M2 mixtures. As a global result, the 
replacement of gasoline by the mixtures generates a net positive impact by decreasing the concentration 
of GHG highlighting the potential for ammonia reformate as a fuel to decrease the global warming impact 
of the transportation sector.  
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3.3.2 Effect of air-fuel ratio on combustion at fixed H2 and NH3 

Fig. 11 depicts the emissions of an SI engine fuelled by Gasoline + M1 (a) and Gasoline + M2 (b) under 
stoichiometric and lean conditions. The bars represent the concentrations of CO, THC, and NO emis-
sions, while the line shows the concentration of unburned ammonia (NH3). The concentration of CO 
decreased as lambda increased. This was attributed to the increased oxidation of CO to CO2 as more 
oxygen was available at leaner conditions. The concentrations of HC, NO, and NH3 did not vary signifi-
cantly, except for a slight increase in NO and a decrease in THC and NH3 around lambda 1.2. This could 
be explained by the fact that at lambda 1.2 the thermal efficiency was better than at the other A/F ratios, 
resulting in higher temperatures and therefore higher NO formation, lower THC and therefore lower NH3 
slip. When comparing the blends Gasoline + M1 (Fig. 11a) and Gasoline + M2 (Fig. 11b), it is observed 
that the latter exhibited higher NO and NH3 production. This was due to the higher NH3 concentration in 
the fuel (Gasoline + M2). 

Fig. 11. Emissions of CO, THC, NO, and NH3 as a function of air-fuel ratio from a SI engine fuelled with Gaso-
line+M1 (a) and Gasoline+M2 (b) mixtures 

Fig. 12 plots the variation of CO2, CH4, and N2O emissions, for stoichiometric and lean combustion 
with a fixed ESR of 27%. It is important to highlight that the total GHG emissions for λ= 1 was different 
due to the different mixture compositions. As with the ESR, the concentration of all these species in 
emissions decreased with higher lambda values. When comparing Gasoline+M1 and Gasoline+M2 mix-
ture, the trends are similar, although there was a significant increase in N2O production for blends with 
a higher NH3 proportion (Gasoline+M2). The decrease with increasing lambda highlights the importance 
of lean combustion for SI engines fuelled with ammonia reformate to assist in the reduction of the green-
house gas emissions from the transport sector. In summary, the combustion of gasoline blends with 
NH3/H2 leads to the generation of a lower proportion of GHGs, in the lambda range studied. 

Fig. 12. Greenhouse gas (GHG) emissions as function of air-fuel ratio from an SI engine fuelled with (a) Gaso-
liine+M1 and (b) Gasoline+M2 mixtures 
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4. Conclusions
This study investigated the synergy of using an onboard ammonia cracker to produce hydrogen mixtures 
(M1 and M2) to reduce the environmental impact and improve SI engine performance. The research 
focused on two key areas: the effectiveness of ammonia conversion and the subsequent effects on 
engine behaviour and emissions. The key findings of the study can be summarised as follows: 

 A ruthenium catalyst efficiently converts ammonia into hydrogen at elevated temperatures
(>350°C). Higher temperatures and lower gas flow rates improved the conversion process.
Increasing the gas hourly space velocity reduced ammonia conversion due to less contact
time between ammonia molecules and the catalyst.

 Blending gasoline with ammonia-cracking products offered multiple benefits for engine per-
formance. The presence of hydrogen in the blends led to a faster heat release rate. How-
ever, to maintain stable combustion, spark timing adjustments become necessary. Addi-
tionally, this approach presents the potential for lean burn operation, which can improve
both engine efficiency and reduce emissions.

 The addition of ammonia-cracking product blends to gasoline presents a positive effect on
engine emissions. Increased the energy substitution ratio decreased harmful pollutants and
led to lower overall greenhouse gas (GHG) emissions about 15% to 25%.

 The mixtures with higher ammonia content exhibited a rise in NO emissions. Perhaps most
concerning was the significant increase in unburned ammonia (NH3-slip) with increasing
ESR, which demands further investigation. Finally, the oxidation of NH3 might lead to a
potential increase in nitrous oxide (N2O) emissions. The increase in N2O offsets a 5% re-
duction in CO2, but still resulting on an overall reduction on the global warming potential
(CO2eq).
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Abstract. Challenges associated with the homogeneous charge combustion ignition (HCCI) concept includes 
combustion phasing control and a narrow operating window. To address the HCCI engine developmental 
needs, chemical kinetic solvers have been recently included in the commercial engine simulation toolchains 
like GT-Suite v2022. Their applicability has not been thoroughly tested, especially when less-conventional fuel 
options have been considered. The purpose of this study is to test the feasibility of kinetic solvers included in 
the GT-Suite, for simulating HCCI combustion with multi-component fuel blend, consisting predominantly of 
ammonia, NH3, and hydrogen, H2. The study investigated the effect of fuel blending, air to fuel equivalence 
ratio, and compression ratio on a dual-fuel 1-cyclinder HCCI engine model. Key combustion parameters such 
as peak pressure, heat release rate, start of combustion were analyzed. Feasibility of the simulations have 
been validated by benchmarking the results against the base-line HCCI engine fed with n-heptane (diesel 
surrogate). The result proved that the solver provides stable simulations for all considered fuel 
blends/mechanisms. Simulation times with multi-component mechanism of NH3, H2 and n-heptane are on 
average 32 seconds per cycle with the solver reaching convergence after 6 cycles. The optimization conducted 
to support the mechanism/solver feasibility study implies optimum performance can be obtained for 90% NH3 

to 10% H2 blend ratio, at compression ratio of 20 with lambda value of 2. At optimal operating conditions, 
indicated mean effective pressure (IMEP) was almost 2.7 times higher, indicated thermal efficiency (Ieff) is few 
points higher, and likewise more fuel economical than the baseline HCCI operation with n-heptane.  At the 
same time, all emission quantifiers of the NH3/H2 HCCI engine, including NOx, were significantly reduced, 
while keeping the intrinsic advantages of zero-carbon fuel. Finally, it was concluded that the kinetic solver 
posed great potentials in aiding the HCCI technological advancement, also with the use of NH3 and H2 fuel 
towards a zero-carbon emission transportation system. 

Notations 
NH3 Ammonia 
H2 Hydrogen 
λ Lambda 
CA50 Crank angle at 50% heat release 
ATDC After top dead center 
w/w% weight by weight percent 
BR Blending ratio 
CR Compression ratio 
ER Equivalence ratio 
IMEP Indicated mean effective pressure 
Ieff Indicated thermal efficiency 
ISFC Indicated specific fuel consumption 
CHR Cumulative heat release 
HRR Heat release rate 
MFR Mass flow rate 
AFR Air to fuel ratio 

1. Introduction
Traditional internal combustion engines (ICE) powered with fossil fuels as its main energy source, has been in 
use both in power generation and transportation sectors for centuries. However, they have been investigated 
to produce emissions (including nitrogen oxides NOx, hydrocarbon HC, carbon monoxide CO, and particulate 
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matter PM) which had negative impact on both public health and the environment [1]. Hydrogen (H2) is among 
the viable option for the replacement of fossil fuels due to its renewable form, higher energy potential and lower 
ignition temperature [2]. However, due to its high volatility, storage and handling of H2 is challenging, therefore 
raising debates of its employability in passenger and other transport vehicle [2]. Ammonia (NH3, also from 
renewable sources) on the other hand, is less volatile and even has a higher energy capacity than H2 [3]. It 
offers promising alternative fuel in terms of handling, energy density and safety. However, NH3 is poor in 
combustion due to its high ignition temperature and low flammability (resulting from a slow chemical kinetics 
in the combustion process). These opposite characteristics of both fuels make them a perfect pair as H2 may 
be used to enhance the auto-ignition property of ammonia in the NH3/H2 fuel blend [3].  

Due to the advent of more environmental and health friendly options of fuel sources (such as biofuels), ICE 
optimization to accommodate these newly identified fuel types has led to the progressive research on more 
efficient combustion concepts [4]. Prospective routes for emission control includes the low-temperature 
combustion (LTC) enabling alternative fuel source. One option of LTC concept, the homogenous charge 
compression ignition (HCCI) combustion, has evolved in tandem with biofuel research. HCCI engines 
combines both elements of spark ignition (SI) and compression ignition (CI) engines. Air-fuel mixture is 
homogenously mixed before entering combustion chamber (as in SI engine) but ignition occur through 
compression instead of spark plugs (as in CI engines) [5]. In HCCI combustion mode, ignition is not instigated 
externally but by compression and autoignition of the air-fuel mixture. Ignition happens when thermodynamic 
conditions (temperature, pressure, specie concentrations) of the fuel are favorable [6]. This concept allows 
HCCI the use of different fuels (including biofuels, gasoline, diesel, both neat fuels and fuel blends) and their 
diverse physicochemical properties to regulate air-fuel autoignition and provides optimized engine operation 
over a wide range of operating conditions. These fuel flexibility properties of HCCI have prospects to contribute 
to energy security [7]. LTC and more homogenous mixing of fuel-air, has been investigated to also enable 
increase in engine performance metrics and a reduction of the emissions generated compared to traditional 
SI and CI engines. Challenges associated with the HCCI concept includes achieving a consistent combustion 
and controlling ignition timing under diverse operating conditions [5]. Research to address these challenges 
are ongoing for a more widespread use of the technology.  

In engine performance optimization, the use of fast simulation models may be employed to enable rapid 
prototyping of robust engine models due to their high comparability [8]. Thereby, enabling applied level engine 
studies such as optimizing the operating limits of the engine design concept for technology development. HCCI 
simulation approaches, depending on run-time constraint application, range from Zero-Dimensional (0D) 
models, to high fidelity 3D models, with detailed Navier-Stokes equations solved using Computational Fluid 
Dynamics (CFD) [8]. 0D models are typically second law based, and order of magnitude faster than CFD. Fluid 
motion can be captured phenomenologically by dividing the volume to quasi-dimensional zones (that is, from 
single to multi-zone models depending on the order of complexity) [8]. Regardless of model fidelity, chemical 
kinetics is typically employed to simulate HCCI combustion progress. This reflects the reaction-driven nature 
of the phenomena and to capture ignition properties and combustion characteristics [5].  

To address LTC development needs, chemical kinetic solvers have been recently included in the 
commercial engine simulation toolchains like GT-Suite (v2022 onwards) [9]. The applicability had not been 
thoroughly tested, especially when less-conventional fuel options are considered. To this end, using a n-
heptane fueled single cylinder HCCI engine, Guo et al. [10] compared their experimental measurement with 
numerical simulations. They observed slight discrepancies  in the heat release rate (HRR), in-cylinder pressure 
and other combustion parameter.  This was predicted to be caused by the imperfect assumption of air/fuel 
homogenous mixing, combustion chamber wall temperature, reaction rates, uniform temperature and 
pressure, and also the fuel chemistry (level of detail of the applied chemical reaction mechanism applied in 
modeling). This led to the increment of the inlet temperature by 30 K for modeling HCCI, as recommended by 
Yelvington et al. [11]. They proposed that the use of 333 K as inlet temperature for the modeled case will allow 
a reduction in the deviation of the HRR phasing between both experimental and numerical modeling result 
data.  

This study addresses the feasibility of kinetic solvers included in the GT-Suite, for the predictive combustion 
modeling of HCCI engine with multi-component fuel blend (consisting predominantly of NH3 and H2). This has 
not been publicly reported till date. To this end a baseline model with a suitable multi-component mechanism 
is validated over the experimental data available in the previously mentioned study by Guo et al. [10]. The 
validated model is further extended with H2 and NH3 injectors and benchmarked for combustion and emission 
performance over a wide range of operating conditions. Simulation convergence study and multi-parameter 
optimization complete the feasibility study and provide extended insight into the development concerns of 
advanced, multi-fuel combustion concepts. 
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2. Methods

2.1 Setting up the HCCI engine model, including engine specifications, geometry, and boundary 
conditions 

For the HCCI model setup, a 1-cylinder HCCI engine (fueled with n-heptane) was selected from GT-Suite 
template [12]. This baseline model was calibrated using engine specifications from the single cylinder HCCI 
engine experiment conducted by Guo et al.  [10]. Table 1 has presented the HCCI engine models (both 
baseline and present study) specifications, geometry, and other initial conditions. For the purpose of this study, 
a dual fuel 1-cylinder HCCI engine was modeled. NH3 and H2 were the target fuels. The InjRateConn injector 
type was used to introduce the H2 fuel into the engine model for present study. Engine model specification 
included standard SI injection timing and valve timing.  Combustion object used in the engine cylinder is the 
EngCylCombHCCI. This object called the EngCylChemGas object to define both the gaseous reaction 
mechanism and the thermodynamic fluid properties from external files. This automatically created all 
necessary FluidNASA-LiqGas fluid species reference objects needed for the chemical reaction mechanism. 
Details on selected chemical reaction mechanism development and validation has been included in subsection 
2.2.  Combustion was assumed to be truly homogenous. The cylinder Initial state object  has been defined by 
object value “Init-FA”, which was used to impose boundary conditions such as absolute pressure, fluid 
temperature and composition at the start of the simulation. Value for both absolute pressure and temperature 
have been listed in Table 1. The initial fluid composition defined with the object value “FA-Mixture”, which 
called fluid object “air”, “NH3” and “H2” with specified mass fraction as 0.95, 0.04 and 0.01 respectively. For the 
n-heptane fueled HCCI model, the object value “FA-Mixture” called fluid object “air”, and “NC7H16” with 
specified mass fraction as 0.95 and 0.05 respectively. Exhaust gas recirculation (EGR) intake fraction set to 
0.2. Cylinder wall temperature defined by object value “TWall”, which defined the head and piston temperature 
as 575K, and the cylinder temperature as 400K. This represented the temperature of the wall surface directly 
in contact with the fluid.  The heat transfer properties in the cylinder defined by object value “Woshni”. This 
presented the heat transfer model as WoshniGT, overall convection multiplier as 1, head/bore area ratio as 
1.3, piston/bore area ratio as 1.03, convection temperature evaluation as hybrid, and enabled the low speed 
heat transfer enhancement for the heat transfer model. Start of cycle was at -144 oCA at intake valve closing 
and exhaust valve closing at 140 oCA, replicating the experimental valve timing from Guo et al [10].

Table 1. HCCI engine model specifications, geometry, and operating conditions 

Item Baseline single-fueled HCCI 
model (experiment) 

Dual-fueled HCCI engine (GT-suite) 

Engine specification and 
geometry 

1-cylinder, four stroke HCCI, bore =82.55mm, Stroke = 114.3mm,
displacement=0.6117L, connecting rod length = 254mm, intake valve close
(IVC) = -144 oCA, Exhaust valve open (EVO) = 140 oCA, EGR = 20%

Boundary conditions Temperature = 303 K, 
Pressure = 95 kPa 

Temperature = 333 K, 
Pressure = 100 kPa 

Target fuels n-Heptane NH3/H2 blend 
No of injectors 1 2 

Total fuel energy (TFE) 67,6 MJ 67,6 MJ 

2.2 Chemical kinetics mechanism selection 

A reduced chemical kinetic mechanism developed by Patel et al. [13] was used for the baseline model 
simulation. The reduced mechanism was generated starting from an existing n-heptane mechanism containing 
165 reactions and 40 species.  The reduced mechanism was generated using SENKIN to produce ignition 
delay and solution files, and  XSENKPLOT to analyze the reduced reaction mechanism. The newly formulated 
and reduced reaction mechanism was then used to generate new  ignition delay data. Finally, kinetic constants 
in the new mechanisms were adjusted to improve ignition delay and engine combustions to account for diesel 
fuel cetane number and composition. The newly-reduced mechanism consists of 29 species and 52 reactions, 
and was validated under constant volume engine conditions. In comparison with a comprehensive mechanism 
(having 179 species and 1642 reactions), the new reduced mechanism gives similar predictions. Reduced 
chemical reaction mechanism were often used to enhance the computational efficiency of engine simulations 
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[13]. Researchers have successfully applied the reduced mechanism developed by Patel et al. in HCCI 
concepts. Jia et al. [14] implemented an improved phenomenological soot model coupled with the reduced n-
heptane chemical mechanism developed by Patel et al., into KIVA-3V code to describe soot formation and 
oxidation process in a n-heptane HCCI combustion. The model was validated both experimentally and 
computationally. The results demonstrated satisfactory accuracy on all the studied parameters [14].   

For the NH3/H2 fueled HCCI model, a detailed chemical kinetic mechanism and thermodynamics data file 
developed by Stagni et al. [15] for low temperature combustion was used for model simulation. Stagni et al. 
investigated the oxidation of NH3/H2 blends under low and intermediate temperature conditions using 
experimental methods in a flow reactor at near atmospheric pressure of 126.7 kPa and using stoichiometric 
conditions. They also developed a comprehensive kinetic model to interpret the experimental results. Fuel 
conversion and autoignition at low temperature were confirmed for the fuel blend with a reactivity boost 
provided by the addition of H2. The kinetic mechanism contained 203 reactions and 31 species. This included 
a comprehensive list of species involved in the NH3 reaction, including all radicals, intermediates and products. 
Table 2 presents both fuel type kinetic mechanisms to help understand model fidelity. NH3/H2 reaction 
mechanism has also been validated by Xu et al. [16]. The validation was carried out by comparing the results 
obtained from the mechanism with experimental data. The laminar flame speeds were calculated using 
CHEMKIN-PRO software with the developed mechanism. The calculated flame speeds were then compared 
with experimental results obtained by Han et al. [17]. The comparison of these results under different hydrogen 
content at room temperature and atmospheric pressure demonstrated that the chemical mechanism is 
reasonable for stimulating the overall combustion rate of NH3/H2/air mixtures in HCCI concepts. 

Table 2. Chemical reaction mechanism selection based on target fuel and deired level of detail 

Primary 
surrogate 

Source No of 
species 

No of 
reactions 

NOx mechanism 

n-Heptane Patel, A., Kong, S., and Reitz, R. [13] 29 52 *NA
NH3/H2 Stagni et al. [15] 31 203 Zeldovich -based 

*refers to not applicable

2.3. Baseline model validation 

To validate the applicability of the baseline model, the operating conditions used for the HCCI engine 
experiment by Guo et al. [10] was used in GT-power simulation. The experiment was conducted in a single 
cylinder co-operative fuel research (CFR) engine modified and equipped with an air assist port fuel injector, 
similar to the single cylinder HCCI baseline model in GT-power. Boundary conditions for the simulation were 
set in accordance to experimental reference, as follows; Compression Ratio (CR) as 10, intake temperature 
as 303K, intake pressure as 95 kPa, AFR as 50 and engine speed as 900 rpm. The experiment was tailored 
towards  capturing the n-heptane fueled HCCI engine performance and combustion characteristics at individual 
parameter sweeps (engine speed and CR particularly). Combustion parameters such as CA50 (crank angle 
at 50% heat release), IMEP, ISFC, and COVIMEP (coefficient of variation of indicated mean effective pressure) 
were monitored continuously in four tests to ensure accurate data collection and analysis. 

For reproducing this HCCI engine model validation in GT-power, adjustment was made to the intake fluid 
mixture temperature by an increment of +30 as proposed by Yelvington et al. [12]. This correction was applied 
to all operating conditions. On this basis, the model was able to replicate the effect of CR and engine speed 
on the combustion phasing (CA50). The in-cylinder peak pressure and the CA50 measured data from the 
model were also validated against the experimental data from Guo et al. Results of the validation has been 
presented in subsection 3.1. This simulation study only considered the results obtained from combustion 
between IVC and EVO.  

2.4. Scope of the research 

Upon completion of model validation, a second injector was added for delivering H2 fuel to the engine model. 
Simulations were run to investigate the effect of fuel blending ratio (BR), air-to-fuel ratio equivalence (ER), 
CR, and engine speed, on the performance, emission and combustion characteristics of an NH3/ H2-
fueled HCCI engine in comparison with heptane-fueled HCCI engine model. The selected range of 
engine operating condition for parametric sweep were as presented in the baseline experimental study. 
Total fuel energy (TFE) introduced into the new model was kept constant at 67.6 MJ, equating the amount 
of fuel energy introduced for the baseline model, to enable effective comparison of their results. Table 3 
presents the BR for NH3/H2 from pure NH3 (NH3/100) to 50% NH3 to H2 blend (NH3/50), as a function of 
their mass flow rate  (MFR) and lower heating value (LHV). Based on the initial sweeps, range of 
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operating conditions were refined for further optimization. Parametric sweeps study was done choosing 
appropriate range and step-size for each parameter. The simulation matrix is presented in Table 4. The 
results on engine performance metrics and combustion phasing observed as a function of the parametric 
sweeps. Optimal operating conditions that achieved desired results were selected for iterative 
refinement. Optimization was realized by fine-tuning the operating conditions to converge towards 
optimal engine performance, combustion phasing and emissions. Final optimization was made with 
simulation test 5 as seen in Table 4. 

Table 3. Blending ratio (BR) for NH3/H2 fueled 1-cylinder HCCI engines. *LHV_H2 = 120 MJ/g,                  
*LHV_NH3 = 18.8 MJ/g. *Data from Lhuillier et al. [18]

BR (w/w%) (NH3/H2) 100/0 90/10 80/20 70/30 60/40 50/50 
MFR_H2 (g/s) 0 0.23 0.35 0.41 0.46 0.49 
MFR_NH3 (g/s) 2.70 2.10 1.39 0.96 0.69 0.48 

Table 4. Simulation matrix for NH3/H2 fueled 4-cylinder HCCI engines. Inlet temperature=333K, Inlet pressure=1bar 

Simulation test Speed (rpm) CR ER (λ) BR (w/w%) 
(NH3/H2) 

1 900 – 4500 20 1 90/10 
2 3500 16 – 24 1 90/10 
3 3500 20 0.8 – 3 90/10 
4 3500 20 2 50/50 –100/0 
5 3500 20 1-2 90/10 

Fuel-air mixture is among the several causes that may contribute to cycle to cycle variability (CCV). The ER 
parametric sweep was used in the final optimization in order to achieve optimum solutions. This variability 
impact combustion timing, maximum pressure and heat release rate. CCV analysis was done by creating 
scatter plot of CA02/CA50 for all cycles, at selected engine operational point. Results of CCV are presented 
in subsection 3.3. To run the above case setup, simulation time control was set to periodic, simulation duration 
was also set to 6 cycles, and in the initialization tab, previous case was set to help the simulation converge 
faster. HCCI model simulation was initialized and then redirected to GT-Post (an interface for postprocessing 
and analyzing result data on GT-Power). 5 sets of simulation test were carried out, with test 1 to 4 as main 
simulation and test 5 as a rerun optimization.  

3. Results

3.1 Baseline Model validation results 

According to Fig. 1, GT-power was able to reproduce the experiment results discussed in section 2.3, better 
while using the proposed simulation temperature 333K. The model was able to capture the combustion phasing 
in line to the experimental reference, while keeping the same combustion efficiency. CA50 predictions closely 
matched the experiment at zero-degree ATDC. In-cylinder maximum pressure was adequately reproduced, 
showing that simulated model reaction pathways were well represented. A difference of 0.5bar may be 
associated to random errors from the experiments. Low temperature reaction (LTR) predicted to occur earlier 
in the simulation than in the experiment. Likewise, there was an observable sharp rise in the heat release rate 
(HRR) at CA50 from the simulated model compare to the experiment. Both over-estimations result primarily 
from neglects of thermal stratification in 0D, single volume approach. Multizone models are typically able to 
capture the stratification much better as the kinetic solution progresses slower in the colder zones near the 
cylinder boundary [19]. The difference is also associated to inaccuracies in determining the boundary 
conditions on the engine airpath [20] and shortcomings of the incorporated mechanism itself [21]. The 
mechanism used in this baseline study was generic. Although, the reduced mechanism by Patel et al. was 
validated on a reference CFR engine, and widely incorporated in various HCCI studies using N-heptane as 
surrogate.  
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Fig 1. Comparison of simulated model (top) in-cylinder pressure (middle) cumulative heat release (bottom) Heat 
release rate, against the experimental data. AFR=50, CR=10, Intake pressure =  95 kPa.  
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HCCI is very sensitive to IVC conditions including residual gas temperature and composition, exact fuel make-
up (including impurities) and secondary on the thermal in-cylinder stratification. Neither of these parameters 
were directly available for the baseline engine used in this study and the model calculated the IVC conditions 
starting from simplified data on the port geometry and valve timing information. 

The scope of the research did not deem fit re-tuning the mechanism for this particular experiment (commonly 
done by studies that show exact HRR match) as this brings bigger risk of over-constraining the predictive 
features of the model. The approach is considered proper considering the main goal of the study – assessing 
the functionality for GT-Suite kinetic solver in fast engine simulations. As such, the only tuning parameter was 
the cylinder-area averaged wall temperature which was not explicitly known from the experiments and used to 
target the reference CA50. Considering the fidelity of the approach, the resulting performance parameter 
estimation (main use case of 0/1-D engine models) are more than satisfying, as Pmax, IMEP and engine 
efficiency are predicted well. 

CA10 or CA90 are on the other side, very difficult to predict for HCCI in a computationally efficient 0-D 
combustion model. This is related to the fact that spatial temperature inhomogeneity is not captured [19]. The 
model captures the correct trends in this respect, confirming predictivity. On the other hand, CA10 in HCCI is 
determined majorly by the pre-ignition reactions that do not contribute significantly to the performance and 
emission formation. The efficiency in HCCI is shaped predominantly by correct combustion onset (CA50) and 
the amount of energy released due to incomplete combustion. Both of these parameters are captured correctly 
considering the CHR plots in Fig. 1. As such we consider this model suitable for computationally efficient pre-
design, pre-optimisation or control design studies as further substantiated by main body of the result 
discussion. Table 5 also presents a comparison of baseline experiment versus simulation results of the CA10, 
CA50 and cylinder maximum pressure. 

Table 5. Comparison of baseline HCCI engine combustion experiment results (Guo, et al., 2010) versus GT-power model 
simulation (present study) 

Test CA10 (ATDC) CA50 (ATDC) Maximum Pressure  (bar) 
Experiment -12.5 0 42.5 
GT-power simulation model (333 K) -21.5 0 42.0 

The model is able to capture the effect of varying engine speed on CA50, similarly to the experimental data 
as seen in Figure 2.  

Fig. 2. Comparison of experimental CA50 (top) against engine speed, and (bottom) against CR, against GT-power model 
simulation results. AFR =50, CR=10, P=95 kPa 
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Simulated engine speed varied from 600 rpm to 1500 rpm and 333K. Resulting data points from the 
simulated model were almost linear, while those of the experiments showed some deviations even 
though the trends in both were coherent. CA50 was observed to increase as the engine speed 
increased, which is understandable as the kinetic timescale of the combustion commences under faster 
resolving in-cylinder volume. At 900 rpm, CA50 was at zero-degree CA, ATDC.  Effect of varying CR on 
CA50 is further shown in Fig. 2. The observed decrease in CA50 with increased CR, is attributed to 
shorter combustion duration since kinetically controlled combustion process is faster in this condition 
[10]. Importantly, both the simulated and experimental trends were coherent. Individual resulting data 
points were almost corresponding for all cases and error were very minute. Simulation error in CA50 did 
not exceed 1.5CA for either of the operating points in Fig. 2. Taking to account the above discussion, 
the predictivity of the modeling framework is considered validated in terms of HCCI phenomenology. 
Consequently, the model can be further used for extrapolating  the combustion concept towards NH3/H2 
fueling, under constraints of the validity of the kinetic mechanism involved. 

3.2 Analyzing Combustion parameters and performance metrics of NH3/H2 fueled HCCI engine 

3.2.1 Effect of varying engine speed on NH3/H2 combustion 

Simulation test 1 was carried out at inlet conditions of  333 K and 1 bar, and at a constant TFE of 67.6 
MJ. As NH3 does not burn readily in its pure form, initial BR used for the simulation was NH3 (90%) (i.e. 
with 10 w/w% H2). For initial test, CR was set to 20 and engine speed varied from 900 rpm to 3500 rpm. 
At baseline engine speed of 900 rpm, engine performance and combustion parameters were poor as 
presented in Table 6 and Fig. 3 respectively. However, between 2000 rpm to 3500 rpm, there was stable 
combustion. At engine speed higher than 3600 rpm, there was loss of convergence in the simulation. 
This was perhaps indicative of the range of engine speed upon which the engine can operate, based on 
the engine specifications and the boundary conditions. Indicated mean effective pressure (IMEP) and 
indicated thermal efficiency (Ieff) increased with increasing engine speed. Indicated specific fuel 
consumption (ISFC) stabilized between 2500 rpm to 3500 rpm as presented in Table 6. In-cylinder 
pressure (Pmax) also increased with increase in engine speed. This may result from the accumulated 
heat during compression stroke because of shorter cyclic period as discussed by Hasan et al. [21]. 
Additionally, with increasing speed, the cumulative heat release (CHR) improved and combustion 
phasing advanced as illustrated in Fig. 3. This test proved engine speed as an important parameter with 
significant effect on the combustion and performance of HCCI engines. 

Table 6. Engine performance metrics for varying engine speed from 900 rpm to 3500 rpm, ER=1, BR=NH3(90%), 
P=1 bar, T=333K 

Engine Speed (rpm) 900 1500 2000 2500 3000 3500 
IMEP (bar) 0.6 2.75 5.15 6.59 7.75 8.32 
Ieff (%) 1.00 7.04 15.99 23.22 28.23 31.44 
ISFC (g/kW-h) 3166.86 600.48 346.82 295.7 305.3 310.54 
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Fig. 3. Combustion parameter plots for NH3/H2 fueled HCCI engine over varying engine speed, (top) In-cylinder 
Pressure (bottom) Cumulative heat release. Varying engine speed from 900 rpm to 3500 rpm, 

ER=1, BR=NH3(90%), P=1 bar, T=333K 

3.2.2. Effect of varying compression ratio on NH3/H2 combustion 

Simulation test 2 was executed with a CR case sweep range of 16 to 24 and incremental step of 2. BR 
was fixed at NH3 (90%), ER of 1, engine speed of 3500 rpm, inlet temperature and pressure as 333K 
and 1 bar respectively. At this operating conditions, CR of 22 and 24 proved to be too high and caused 
excessive Pmax as illustrated in Fig. 4. This trend presents the effect of CR on the combustion 
characteristics. Ieff should conventionally increase with CR. However, here opposite trend is observed. 
This is mainly because CA50 is unoptimized, occurring nearly 100 CA before TDC. Excessively high in-
cylinder pressure can be detrimental to the engine overall efficiency over time. Engine performance 
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metrics were also better at lower CR of 18 and 20 presented in Table 7. Although CR less than 18 gave 
rise to an unstable combustion where all engine performance were all negative. This implied that at CR 
lower than 18, compression pressure was not enough for the autoignition of the air-fuel mixture and the 
thermodynamic conditions were not favorable [6]. 

Table 7. Engine performance metrics for varying CR at constant engine speed=3500 rpm, ER=1, BR=NH3(90%), 
P=1 bar, T=333K 

CR 16 18 20 22 24 
IMEP (bar) - 8.35 7.93 7.80 7.43 
Ieff (%) - 31.66 30.75 30.01 28.55 
ISFC (g/kW-h) - 308.68 316.69 320.42 337.37 

Fig. 4. Combustion parameter plots for NH3/H2 fueled HCCI engine over varying CR, (top) in-cylinder 
pressure, (bottom) Cumulative heat release. Constant engine speed=3500 rpm, ER=1, BR=NH3(90%), P=1 bar, 

T=333K 
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3.2.3. Effect of varying equivalence ratio on NH3/H2 combustion 

At fixed TFE of 67,6 MJ, CR at 20, engine speed at 3500 rpm, inlet temperature and pressure as 333 K 
and 1 bar respectively, the effect of varying ER on the HCCI combustion of NH3 (90%) was investigated. 
ER (Lambda) was used to quantify the actual air to fuel ratio relative to the stoichiometry required to 
achieve complete combustion.  From the fuel injector introducing NH3 into the engine model, the air to 
fuel ratio was defined as lambda. This lambda was then varied as a parameter. Simulation test 3 was 
done with ER case sweep range of 0.8 to 3. ER of 0.8 indicated a rich mixture, while ER of 3 indicated 
a very lean mixture.  Fig. 5 presents the effect of varying ER on Pmax and CHR. Combustion delayed 
with decrease in lambda. This phenomena was natural as the fuel molecules requires enough air 
molecules for complete combustion chemistry.  At lambda value 0.8 indicating a rich mixture, CHR was 
lowest, ISFC was highest and, the overall engine thermal efficiency was lowest. Although, 1 is the 
standard lambda value however optimal CHR, ISFC, and the best thermal efficiency was observed at 
lambda value 2 for the set operating conditions as illustrates in Table 8. Likewise, combustion phasing 
parameter CA50, presented better at very lean mixture of lambda 2. The fuel blend might require more 
air than stoichiometry for better phasing of a complete combustion.

Table 8. Engine performance metrics for varying ER at constant engine speed=3500 rpm, CR=20, BR=NH3(90%), 
P=1bar, T=333K 

ER (lambda) 0.8 1 1.5 2 2.5 3 
IMEP (bar) 7.97 8.40 8.41 8.38 7.47 6.85 
Ieff (%) 26.69 31.09 38.94 42.94 40.68 38.69 
ISFC (g/kW-h) 408.19 325.68 196.05 149.10 137.25 131.37 

Fig. 5. Combustion parameter plots for NH3/H2 fueled HCCI engine over varying ER, (top) in-cylinder pressure, 
(bottom) Cumulative heat release. Constant engine speed=3500 rpm, CR=20, BR=NH3(90%), P=1bar, T=333K 
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3.2.4. Effect of varying fuel blending ratio on NH3/H2 combustion 

Table 9 and Figure 6 represents the effect of BR on the HCCI combustion and performance for fixed 
TFE of 67,6 MJ. For CR at 20, engine speed at 3500 rpm, ER of 2, inlet temperature and pressure as  
333 K and 1 bar respectively, simulation test was performed for NH3/H2 BR of 100/0, 90/10, 80/20, 
70/30, 60/40, and 50/50. Table 5 already presented the BRs for NH3/H2 from pure NH3 to NH3 (50%), 
as a function of their MFR and LHV. This is to allow for clear presentation of results. Pure NH3 did 
not combust readily in the engine model as illustrated on the CHR in Figure 6. Pmax at this operating 
conditions was relatively same for all BR except pure NH3. Engine combustion and performance metrics 
were optimal at BR of 90.  The CHR graph illustrated that, the more H2 fraction in the fuel blend, the 
earlier combustion was initiated. However, CHR was highest in the fuel blend with the lowest H2 fraction. 
The effect of the BR can also be seen engine efficiency, as BR of 90 presented the highest Ieff and IMEP. 
This phenomena portrays that H2 was good for improving the ignition properties of NH3. However, heat 
of combustion of NH3 was above 1.3 times that of H2 fuel [22]. This was reflective from the CHR values 
for the various BR. An increase in the NH3 percentage fraction from 80 to 90 in the fuel blend, resulted 
into almost about 30% increase in the cumulative heat release. 

Table 9. Engine performance metrics for varying BR at constant engine speed=3500 rpm, ER=2, CR=20, P=1bar, 
T=333 K 

BR (NH3/H2) 100/0 90/10 80/20 70/30 60/40 50/50 
IMEP (bar) -0.5 8.23 7.38 6.89 6.42 6.06 
Ieff (%) -3.4 40.19 28.01 23.01 19.53 17.57 
ISFC (g/kW-h) 0 173.23 168.24 184.55 205.06 219.02 

Fig. 6. Combustion parameter plots for NH3/H2 fueled HCCI engine over varying BR, (top) in-cylinder pressure, 
(bottom) cumulative heat release. Varying BR at constant engine speed=3500 rpm, ER=2, CR=20, P=1bar, 

T=333K 
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3.2.5. Final round optimization on NH3/H2 combustion engine. 

A combination of operating conditions producing optimal engine performance and combustion phasing 
was used for the simulation of the final round optimization. At fixed engine speed of  3500 rpm, CR of  
20, TFE of 67.6 MJ, BR of NH3/H2 as 90/10, inlet temperature and pressure as  333 K and 1 bar 
respectively, ER was varied between 1 and 2 to compare combustion of stoichiometry mixture, to lean 
mixture. Table 10 shows that with ER of value 2, engine performance metrics are better. Fig. 7 
presents that there was a 35% higher CHR at ER of 2 than 1. This illustrated that there was 
higher heat of combustion at ER of 2. Although there was zero carbon emissions from both cases, 
however, NOx emission level was higher at ER value of 2. This might be due to more oxygen radicals 
forming more bonds with the available nitrogen, as a result of the excess air to fuel ratio from ER value 
1 to 1.5 and to 2. This was where the tradeoff occurs. It presents a situation of making a choice 
between engine overall efficiency or the engine NOx emissions. 

Table 10. Engine performance and Combustion metric from final round optimization. Engine speed=3500 
rpm, CR=20, P=1 bar, T=333 K, BR=NH3(90%) 

ER IMEP 
(bar) 

Ieff 
(%) 

ISFC 
(g/kW-h) 

Pmax 
(bar) 

Tmax 
(K) 

CA50 
(deg) 

NOx 
(ppm_emi
ssions) 

HC 
(g/kW-h) 

CO, 
CO2 
(g/kW-h) 

1 8.2 30.8 318.6 143.5 2702 1.7 42.4 0.19 - 
1.5 8.4 38.9 196.1 137.6 2818 4.6 180.7 0.07 - 
2 8.4 42.9 149.8 144.2 2896 0.5 1045.5 0.00 - 

Fig. 7. Combustion parameter plots for NH3/H2 fueled HCCI engine over varying ER, (left) cylinder max temperature 
(right) cumulative heat release. Engine speed=3500 rpm, CR=20, P=1 bar, T=333 K, BR=NH3(90%) 
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3.3. Cyclic variability and engine comparability. 

For ensuring stability and reliability of the results, a cycle-to-cycle variability analysis performed for both 
the current study engine model and the baseline model.  The CA02 (crank angle at 2% total heat release) 
and CA50 investigated against the cycle numbers as illustrated in Fig. 8. This was significant for 
understanding the combustion stability and assessing how efficiently the fuel combustion is proceeding. 
The combustion in the baseline model already became stable at cycle number 3 and continued to remain 
stable for the rest of the cycles. Although combustion phasing was unstable during the first four cycles 
in the NH3/H2 engine model, however phasing became stable at cycle number 5 and retained stability 
until the end.  

Fig. 8. Scatter plot for CA02/CA50 for all cycles in, (left) n-Heptane fueled engine model (right) NH3/H2  
engine model.  

4. Discussion

4.1 Summary of the simulation results and analysis of HCCI combustion behavior 

This study investigated the effect of engine speed, NH3/H2 fuel BR, ER, and CR on the engine 
performance metrics, combustion phasing and emission characteristics. The study was initiated with BR 
ratio of 90%/10% for NH3/H2, respectively, ER of lambda value 1, and CR of 20. Engine speed was 
varied and observed as a crucial parameter, which significantly had effect on the combustion phasing 
and engine performance as illustrated in table 6 and Fig. 3.  As engine speed increased, the timing of 
autoignition was better optimized, likewise the engine thermal efficiency and IMEP. The optimized 
engine speed was 3500 rpm while keeping other operating conditions constant. At engine speed higher 
than this, the simulation did not reach a convergence. The reason behind the NH3/H2 fueled HCCI 
engine, running at faster speed may be that the fuel blend had a faster combustion characteristic 
compared to heptane fuel. H2 has a high flame speed and can contribute to the faster combustion [23], 
allowing quicker energy release and enabling the engine run efficiently at higher speeds than that of the 
n-heptane fueled engine model. The fuel reactivity could play a role in the influence on the engine speed. 
While keeping other operating conditions constant, CR was varied between 18 to 24. As CR increased, 
the combustion process advanced, and the peak in-cylinder pressure increased as illustrated in Fig. 4. 
This trend presented the effect of CR on the combustion characteristics. Although excessively high in-
cylinder pressure was detrimental to the engine overall efficiency over time [24]. CR less than 18 gave 
rise to an unstable combustion where all engine performance were all negative. This implies that at CR 
lower than 18,  compression pressure was not enough for the autoignition of the air-fuel mixture and the 
thermodynamic conditions were not favorable. Additionally, natural aspiration is considered for the 
engine operation, warranting higher CR. A value of 20 was observed for CR to be optimal for engine 
performance and combustion parameters.

The blending of NH3 and H2 fuel depends on specific applications and desired engine performance. 
Pure NH3 misfired, but with as little as 10% H2 in the fuel energy mix, auto-ignition occurred and 
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performance drastically improved as stated in Table 9 and Fig. 6. However, with increasing fraction of 
H2 in the fuel blend, there was observable decrease in the cumulative heat release. This could be as a 
result of the combustion characteristic of H2 fuel. H2 has a faster combustion rate and wider flammability 
and as a result [24], an increase in the fuel blend fraction will shift the combustion characteristics towards 
that of H2 which ignites faster but less intense combustion process. This caused CA50 to occur before 
TDC. It also resulted into an overall lower cumulative heat release as the fraction of H2 increased in the 
blend. Dilution effect from fuel blend might also affect the overall kinetics and concentration of the 
reacting species, potentially causing a reduction in the heat release rate, as discussed by Oakley et al. 
[25] in their study.

The air to fuel ER also had significant effect on the overall engine performance, particularly on the 
emission characteristics. The heat release rate and cumulative heat release were also higher at a very 
lean air-fuel mixture, although combustion phasing remained almost at zero-degree crank angle.  The 
intrinsic advantages of zero-carbon fuel was observed for all cases; however, NOx emission level was 
higher at ER value of 2. NOx Concentration was proportional to peak cylinder temperature. Among the 
three ER cases, ER of value 2 resulted into the highest in-cylinder temperature. Additionally, formation 
of more NOx might be due to more oxygen radicals forming more bonds with the available nitrogen as 
a result of the excess air to fuel ratio from ER value 1 to 1.5 and to 2, while having the best engine 
performance metric and overall efficiency at ER value as 2. This is where the tradeoff occurs. It presents 
a situation of making a choice between engine overall efficiency or the engine NOx emissions. This 
result is corresponding to the study of Meng et al. [26]. They concluded from their study that an 
increasing inlet pressure with a relatively high ER was favorable for NH3 combustion, although a higher 
NO formation observed due to high activity of OH and HNO from the chemical kinetics behaviors.  

A comparison summary of the performance metrics, combustion parameters and the emission 
characteristics of both modeled HCCI engines have presented in Table 10. Given the operating 
conditions as presented in the table, the NH3/H2 fueled engine enables a higher engine speed. IMEP 
was almost 2.7 times higher, indicated efficiency (Ieff) was few points higher, and likewise more fuel 
economical than baseline engine. Overall emission characteristics was also better than the baseline 
engine. Although NOx emissions was shown to be more, but very low as values as given in parts per 
million (ppm) emission. There might also be a high NOx from the baseline engine but the chemical 
reaction kinetics model used for the baseline engine model did not include a NOx mechanism as 
presented in Table 2.  

Table 11. Engine performance and Combustion metric from comparison of the n-Heptane fueled HCCI versus 
NH3/H2 fueled HCCI engine. P=1 bar, T=333 K, ncyc = 6 

Items n-Heptane NH3/H2 (90/10) 

Speed (rpm) 900 3500 

CR 10 20 

AFR 50 λ = 2 

IMEP (bar) 3.10 8.43 

Ieff (%) 40.1 42.9 

ISFC (g/kW-h) 199.7 149.8 

Pmax (bar) 41.2 143.1 

Tmax (K) 1680 2831 

CA50 (deg) -0.6 0.5 

NOx (ppm) -- 1045 

HC (g/kW-h) 1.48 e-9 0 

CO2 (g/kW-h) 849.7 0 

CO (g/kW-h) 3.75 e-4 0 
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4.2 Remarks on strengths and limitations of GT-Power for chemical reaction kinetic modeling of 
HCCI 

Despite the complexity of low temperature combustion engines such as HCCI, GT-Power provides a 
user-friendly interface with the availability of the template model, to facilitate detailed thermodynamic 
modeling capabilities and execution of HCCI simulations, with detailed combustion process analysis 
even without user’s extensive background in computational fluid dynamics (CFD). Being able to study 
the transient behaviors of engines, especially how engines responds to varying operating conditions 
against real time performance and emissions predictions makes this software a highly valuable tool for 
comprehensive powertrain simulations. Ignition timing control is very important in HCCI engines, 
likewise achieving accurate predictions are challenging. GT-power might have limitations in accurately 
capturing ignition timing for HCCI engine models. GT-power 0D model disregards in-cylinder thermal 
stratification – which has been proven necessary to correctly represent HCCI heat release. In real world 
conditions, model in GT-power may not account fully for these variations non-homogeneity and spatial 
variations. Additionally, complex and extensive calibration of HCCI engine parameters (such as fuel 
injection timing, temperature, CR and ER), may limit achieving accurate simulations and as such, 
experimental calibration could be done to validate the simulation of HCCI in GT-Power. Feasibility of 
this current study simulations was validated by benchmarking the results against the base-line HCCI 
engine fed with n-heptane (diesel surrogate). The result proved that the solver provides stable 
simulations, for all considered fuel blends and their chemical kinetic mechanisms. Simulation times with 
multi component mechanism of NH3, H2 and n-heptane are on average 32 seconds per cycle with the 
solver reaching convergence after 6 cycles.  

Resulting in-cylinder temperature and pressure of 2831K and 143bar, were relatively high for a HCCI 
engine and caused increase in engine noise level [27]. Fridhi et al. 2016, studies investigated the effect 
of intake in inlet air temperate and pressure on the in-cylinder temperature and pressure [28]. They 
identified that increase in inlet air temperature and pressure reduce the in-cylinder temperature and 
pressure as well. This could also be studied for further optimization of this NH3/H2 fueled HCCI engine. 
More accurate-absolute level concluding on the combustion phenomenology is reserved for higher-
fidelity methods like the UVATZ multizone-model developed by Kakoee et al. [20] to supplement on the 
drawbacks of single-zone kinetic solver offered by GT-Suite. Overall NOx level was also significantly 
low, and carbon emission was zero as NH3/H2 fuel blend HCCI engines offer new pathways to zero 
carbon emission. 

5. Conclusions

General conclusion regarding the feasibility of GT-suite to investigate the effect of BR, air to fuel ER, 
and CR on the performance, emission and combustion characteristics of an NH3/H2 fueled HCCI 
engine is presented. The study allowed to draw the following conclusions: 

• As little as 10 w/w% of  H2 in the fuel blend could improve the autoignition properties of NH3.
• Blending H2 with NH3, allowed for an increase in engine speed up to about four times the speed

of the n-heptane (diesel surrogate) fuel.
• High CR caused excessively high in-cylinder pressure, which might be detrimental to the engine

overall efficiency over time.
• With blending ratio of 10%/90% of H2 /NH3, a lambda as high as 3 can be achieved without

significant penalty on Ieff.
• Combustion of NH3/H2 blend in excessive air (lean mixture), might present an optimal engine

performance and overall efficiency but caused a trade-off effect as engine NOx emissions
increased.

• In comparison, the NH3/H2 fueled engine offered a better engine performance, overall efficiency
and emission characteristics than the n-heptane fueled engine model.

• Results from this study proved that GT-suite chemical kinetic solver provides stable simulations,
for all considered fuel blends and their chemical kinetic mechanisms
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Abstract. 

Reducing carbon emissions in the transportation industry requires new technology for engines coupled with 
carbon-neutral fuels. Ammonia (NH3) and hydrogen (H2) are the promise future zero-carbon fuels. A 
controlled activity stratification strategy for a large-bore spark ignition engine using NH3-H2 blend fuel is 
proposed in this study. Under stoichiometric operation, the Split-Channel Supercharge and Fuel-Air 
Mixing technology (SCS-FAM) is proposed, fuel and air were supplied separately using dou-ble helical 
intake ports with swirl ratios of 1.2 and 1.4, corresponding to two intake schemes. Different NH3-H2 blend 
fuel entered cylinder through the high and low swirl ratio intake ports respectively to achieve different 
mixture stratification. The in-cylinder flow-temperature field, concentration distribution, and key 
intermediates were compared by simulations. The results showed an upper lean and bottom rich mixture 
stratification was formed when the NH3-H2 entered through the high swirl port, which does not benefit for in-
cylinder combustion. However, an upper rich and bottom lean mixture stratification along with strong swirl 
was formed in-cylinder that was conducive to ignition and flame propagation when NH3-H2 blend fuel 
flowed through the low swirl ratio port. The local ammonia-rich regions produced large amounts of H2, H, 
and other active radicals at the flame front, providing a reaction envi-ronment for ammonia consumption 
in the low activity zone, which resulted in the shorter combustion duration, improved combustion efficiency, 
and lower NOx emissions. With fixed spark timing, Scheme 2 with high swirl air intake exhibited higher 
indicated thermal efficiency (ITE) compared to Scheme 1 with low swirl air intake over a range of H2 
blending ratios from 5 to 20 vol%, achieving a peak ITE of 42.1% at a 15 vol% H2 blend ratio. The engine 
performance decreased at a high H2 ratio of 30% due to the too fast combustion speed and increased 
wall heat transfer loss with higher combustion tem-perature. The local NH3-rich auto-thermal 
reforming, the reaction between excess H radical and NH2/N2H2 regenerate H2 at the flame front, 
consequently improving in-cylinder activity distribution. The reaction N2O+H=N2+OH was one of the main 
exothermic reactions and produced much OH radical. N2O emissions decreased with the increase of the H2 
ratio in the NH3-H2 blend fuel. This work aims to achieve efficiently stratified NH3-H2 combined combustion 
through innovative SCS-FAM technology avoid H2 backfire. 

1. Introduction
 The paradigm shift from fossil fuel reliance towards renewable energy infrastructures is mark-

edly propelled by strides in energy storage innovation [1]. Foreseen as a linchpin within the power 
framework, the internal combustion engine (ICE) propelled by E-fuels is poised to maintain a central 
position, particularly within demanding sectors where alternative energy alternatives may encounter 
impediments [2]. Notably, among the array of zero-carbon fuel options, both ammonia (NH3) and hy-
drogen (H2) have emerged as focal points, owing to their distinctive attributes and promise in satiating 
energy requisites whilst ameliorating ecological footprints.   

Hydrogen stands as a renowned exemplar of a clean energy reservoir, given its combustion 
yielding only water as a byproduct. Its rapid flame propagation velocity, expansive combustion range, 
robust diffusive properties, and low ignition energy confer notable merits for augmenting engine effica-
cy [3]. Nonetheless, the storage and conveyance of hydrogen in a highly compressed liquid state ne-
cessitate ultra-low temperatures, thereby engendering a considerable upsurge in expenses and intri-
cacies [4]. Moreover, the integration of hydrogen into engine systems is frequently hampered by 
obstacles such as backfire and knock phenomena [5].  

In contrast, ammonia emerges as an outstanding carrier of hydrogen, boasting a superior vol-
umetric energy density compared to both hydrogen and methane. Its stable molecular configuration 
facilitates straightforward storage, rendering it a viable alternative as a fuel source [6]. Nevertheless, 
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ammonia's relatively sluggish flame propagation rate and elevated ignition energy result in heightened 
cycle-to-cycle variations and combustion instability within engines. Despite these challenges, ammo-
nia perseveres as a promising contender for zero-carbon fuels due to its potential for efficient and safe 
energy storage. The conversion of ammonia to hydrogen via thermal reforming obviates the need for 
additional hydrogen provisioning apparatus [7-9]. Researchers have delved into various parameters, 
including hydrogen fraction [10-13], compression ratio (CR) [14-16], equivalence ratio [17,18], and in-
take boosting [19], to optimize the performance of ammonia-hydrogen engines. Recently, Zhang et al. 
[20] conducted numerical investigations into the influence of the combustion chamber on the combus-tion
dynamics of heavy-duty lean combustion spark-ignition (SI) natural gas engines. Their findings
suggest that augmenting tumble and swirl ratios engenders a favorable in-cylinder flow pattern and
heightened turbulence intensity, ultimately curtailing the combustion duration. Porpatham et al. [21]
improved engine performance and reduced emissions on a biogas SI engine by enhancing swirl flow.
Increasing turbulence in combustion chamber enhances mixing between the combustion and un-
burned zones, reducing flame extinction in low flame speed fuels. This indicates that the optimization of
intake swirl is crucial for enhancing the performance of SI gas engines, especially for large-bore en-gines.

However, for ammonia with very low laminar burning speed, merely increasing the turbulence 
level in the cylinder is insufficient, and improvement in local mixture reactivity is also required. Liu et al. 
[22] scrutinized ammonia's behavior within a rapid compression machine, exploring equivalence ratios
ranging from 1.75 to 2.25 under high thermodynamic conditions. Notably, the conversion efficiency of
ammonia to hydrogen peaked at a stoichiometry ratio of φ = 2. Nonetheless, higher equivalence ratios
led to a diminished reaction yield of NH2+H = NH+H2, thereby impeding hydrogen generation. Lin et al.
[23] conducted numerical simulations to evaluate the performance of a SI engine utilizing a blend of di-
rectly injected liquid ammonia and port-injected hydrogen. Their analysis unveiled a notable ammonia
stratification upon injection prior to top dead center (TDC). Significantly, hydrogen generated via am-
monia-rich combustion played a pivotal role in augmenting flame propagation. These studies empha-
size the potential of ammonia to undergo in-cylinder reforming under local high-temperature and pres-
sure conditions to produce hydrogen for improving the local mixture reactivity. Consequently, the
optimization of rational flow and mixture stratification in large-bore ammonia-hydrogen engines is im-
perative to improve combustion performance. Most of the aforementioned studies employ port fuel in-
jection of gaseous ammonia and hydrogen, a method entailing fuel-air premixing prior to cylinder in-
gress. Such premixed gaseous fuel intake not only diminishes intake volume, thereby reducing power
output [24], but also heightens the risk of backfire within intake ports [25].

In this investigation, we propose a controlled activity stratification approach coupled with split-
channel supercharge and fuel-air mixing (SCS-FAM) technology for a large-bore SI engine utilizing an 
NH3-H2 blend fuel. This innovative strategy aims to address challenges related to intake H2 backfire 
while concurrently enhancing thermal efficiency in NH3-H2 engines. Specifically, it promotes fuel-air 
mixing and combustion by enhancing the intake swirl. The methodology entails the utilization of two 
distinct high and low swirl intake ports: one dedicated to delivering supercharged ammonia-hydrogen 
mixture and the other designated for air induction, thereby engendering differential flow patterns and 
mixture stratification within the cylinder. The primary objective of this study is to conduct numerical as-
sessments elucidating the impact of hydrogen stratification on combined NH3-H2 combustion dynamics 
and emission characteristics under high and low swirl intake airflow configurations. Additionally, a de-
tailed investigation into ammonia reforming under localized high thermodynamic conditions is under-
taken to bolster the efficacy of controlled activity stratified combustion for ammonia-hydrogen blends. 
Finally, we delve into the reaction pathway under a 5 vol% H2 condition, delineating the mechanisms 
underlying local ammonia-rich reforming, the promotional role of H2, and the formation of NOx emis-
sions. 

2. Methodology

2.1 Engine configuration 

 The original four-stroke gas SI engine used syngas as fuel for power generation, as shown in 
Figure 1. NH3-H2 blend fuel is utilized in the current numerical simulations, featuring essential parame-
ters delineated in Table 1. This engine configuration incorporates two distinct intake ports, each spe-
cifically allocated for fuel and air induction. The fuel composition entails a blend of various proportions 
of pre-mixed ammonia and hydrogen. Upon the opening of intake valves, fuel and air ingress through 
their respective ports and undergo thorough mixing within the cylinder. Consequently, a well-stratified 
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ammonia-hydrogen-air mixture is formed, subsequently ignited by a high-energy spark plug. Notably, it 
is pertinent to highlight that the swirl ratio of intake port 1 exceeds that of intake port 2.  

Table 1. Main engine specifications. 

Parameters (units) Value 
Bore (mm) 200 

Stroke (mm) 210 
Conrod (mm) 520 

Compression ratio 9.5 
Engine speed (r/min) 1000 

Displacement volume (L) 105.6 
Cylinder Number 16 
Rated power (kW) 1200 

High swirl ratio of intake port 1 1.4 
Low swirl ratio of intake port 2 1.2 

Fig. 1. Engine testing site 

2.2 Computational models 

In this study, a three-dimensional (3D) computational fluid dynamics (CFD) model of the 
ammonia-hydrogen gas engine was established utilizing Converge v3.0 software. The detailed 3D 
engine model and 1D GT-power model are depicted in Figure 2. The re-normalization group k-ε 
turbulence model [26] was employed to simulate turbulence phenomena. For combustion simula-
tion, the detailed chemistry solver SAGE [27], coupled with the Okafor [28] mechanism, was uti-
lized to capture the intricate combustion processes of ammonia and hydrogen. To strike a bal-
ance between computational accuracy and time efficiency, a baseline grid resolution of 4 mm was 
adopted, with grid independence analyses conducted, as depicted in Figure 3a. Fixed embed-
dings were implemented in the intake and exhaust valves and combustion chamber, with grid re-
finement to 0.5 mm and 2 mm, respectively. During the ignition phase, the mesh near the spark 
plug was further refined to 0.125 mm. Moreover, adaptive mesh refinement (AMR) was employed 
within regions exhibiting high-velocity and high-temperature gradients. Utilizing predefined sub-
grid criteria of 15 K for temperature fields and 1 m/s for velocity fields, the grid resolution was 
adaptively refined to 1 mm and 0.5 mm, respectively, ensuring accurate capture of critical flow 
features. Figure 3b illustrates the dynamic evolution of grid refinement throughout the simulation 
process. 
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Fig. 2. 1D and 3D Engine models 

Fig. 3. Engine model verification 

2.3 Model validation 

The engine model was calibrated with experimental data for syngas combustion, as depict-
ed in Figure 3c. The specific syngas composition is shown in Table 2 and boundary conditions are 
shown in Table 3. Fuel enters intake port 1, air enters intake port 2, fuel and air mixes internally to 
form a mixture with an excess air coefficient (λ) of 1.67. The detailed boundaries and initial condi-
tions for 3D simulation are from experimentally validated 1D GT-power model. 
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Table 2. Gas components used in the experiment 

Gas component Vol% 
CO 69.07 
H2 6.07 

CO2 16.59 
O2 0.47 
N2 7.8 

Low heat value 2267 Kcal/Nm3 

Table 3. Experimental conditions 

Parameters (units) Value 
Intake fuel temperature (K) 315.5 
Intake air temperature (K) 313.8 
Intake air pressure (bar) 3.348 
Intake fuel pressure (bar) 2.987 

Cylinder wall temperature (K) 433 
Cylinder head temperature (K) 524 

Piston wall temperature (K) 553 
Spark timing (°CA ATDC) -40

Lambda 1.67 

2.4 Parametric cases 

In the current simulations of the ammonia-hydrogen engine, the proposed Split-Channel Su-
percharge and Fuel-Air Mixing (SCS-FAM) technology is investigated. This technology entails the 
introduction of fuel and air into the cylinder through distinct intake ports, thereby influencing the flow 
field, mixture distribution, ignition, and flame propagation. Consequently, two intake schemes are 
explored based on SCS-FAM. In Scheme 1, NH3-H2 premixed fuels are introduced into intake port 1 
with a high swirl ratio, while fresh air is induced into intake port 2 with a low swirl ratio. Conversely, 
in Scheme 2, NH3-H2 blend fuels are delivered into intake port 2 with a low swirl ratio, and air is 
supplied to intake port 1 with a high swirl ratio. It is noteworthy that in Scheme 2, a slightly lower 
NH3-H2 mixture flow into the cylinder occurs as H2 blend ratios change from 5 to 30 vol%, attributa-
ble to the weaker intake fuel resistance associated with a low swirl ratio. To maintain a constant in-
cylinder mixture concentration of λ=1.0, adjustments are made to the intake fuel pressure (3.34bar) 
while keeping the intake air pressure constant, as detailed in Table 4. The ignition timing for all cas-
es is maintained at -30 ° CA aTDC. 

Table 4. Overview of the intake air and fuel organization schemes 

Scheme 1 Scheme 2 
High swirl intake port 1 for fuel, 
Low swirl intake port 2 for air, 

High swirl intake port 1 for air, 
Low swirl intake port 2 for fuel, 

H2 (vol%) Pressure (bar) H2 (vol%) Pressure (bar) 

5 2.893 5 2.765 
10 2.9 10 2.785 
15 2.913 15 2.793 
20 2.925 20 2.807 
25 2.933 25 2.825 
30 2.944 30 2.838 
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3. Result and discussion

3.1 Engine performance 

Fig. 4. In-cylinder pressure, heat release rate and temperature change with different H2 blend ratios and intake 
flow strategies 

Figure 4 depicts the impact of premixed NH3-H2 fuel on in-cylinder pressure, heat release rate 
(HRR), and temperature under two distinct intake schemes. Notably, as the blend ratio of H2 increases 
from 5 to 30 vol%, the in-cylinder pressure, heat release rate (HRR), and temperature, show a clear 
upward trend with advanced phases. This trend underscores the augmentative influence of H2 on in-
cylinder mixture activity and NH3 combustion velocity. Particularly noteworthy is the more substantial 
enhancement observed in Scheme 1, wherein peak cylinder pressure experiences a remarkable 95.9% 
increase at 30 vol% H2 compared to 5 vol% H2. Moreover, in-cylinder temperature displays a signifi-
cant escalation, surpassing 2600 K for both intake schemes at 30 vol% H2 blend ratios, potentially en-
gendering adverse effects on NOx emissions and heightened heat transfer losses.  

The organization of intake flow plays a pivotal role in shaping the NH3-H2 combined combus-
tion process. Compared with Scheme 1, Scheme 2 exhibits even greater enhancements in in-cylinder 
pressure, featuring a more concentrated and notably elevated HRR occurring around TDC, coupled 
with rapid temperature increments, all achieved with identical H2 additions. These observations under-
score the promotional effect of high swirl intake airflow on NH3-H2 mixture formation and flame propa-
gation, which becomes particularly evident when the H2 blend ratio is below 15 vol%. Conversely, in 
Scheme 1, a delayed HRR after TDC is evident as the H2 blend ratio diminishes from 15 to 5 vol%, re-
sulting in a slower in-cylinder combustion process and post-combustion. However, HRR curves in 
Scheme 2 maintain a flattened profile from 3 to 20 °CA aTDC, even at 5 vol% H2, without exhibiting 
post-combustion effects. Notably, Scheme 2 achieves a peak in-cylinder pressure of nearly 140 bar, 
representing a substantial 37.2% increase over Scheme 1. 
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Fig. 5. Combustion phase and duration with different H2 blend ratios and intake flow strategies 

Figure 5 compares the combustion phase and duration with varying H2 blend ratios under two 
distinct intake flow schemes. The crank angles of CA10, CA50, and CA90 correspond to the respec-
tive 10%, 50%, and 90% of accumulated heat release, serving as pivotal indicators of combustion 
progression. The combustion duration, delineated as the time interval between CA10 and CA90, offers 
insights into the temporal extent of combustion events. As the H2 blend ratio escalates, it promotes the 
spark ignition and flame propagation processes within the cylinder, resulting in earlier combustion 
phases and shorter combustion durations. With the H2 blend ratio ascending from 5 to 30 vol%, 
Scheme 1 exhibits a notable 24 °CA reduction in combustion duration, whereas Scheme 2 experienc-
es a reduction of 10 °CA. This discrepancy underscores the profound influence of intake flow fields on 
the combustion velocity of NH3-H2 mixtures. Scheme 2, characterized by higher intake swirl flow, en-
genders a more thorough combustion process coupled with markedly advanced combustion phases 
compared to Scheme 1. Notably, the disparity in combustion duration between the two intake 
schemes is most pronounced during the CA50-CA90 interval. Introducing 5 vol% H2 to NH3 yields a 
25 °CA shorter combustion duration for Scheme 2 relative to Scheme 1; however, as the blend ratio 
escalates to 30 vol% H2, the discrepancy narrows to 3 °CA. Moreover, Scheme 2 demonstrates swift 
combustion even with minimal H2 supplementation, underscoring the critical role of well-organized flow 
fields in large-bore engines. To elucidate these disparities further, an analysis of temperature and H2 
concentration distribution within the cylinder is imperative. Subsequent sections provide detailed anal-
yses of these factors, offering insights into how intake flow fields contribute to the observed combus-
tion characteristics. 

Fig. 6. The combustion efficiency and indicated thermal efficiency (ITE) change with different H2 blend ratios and 
intake flow strategies 

Figure 6 illustrates the impact of adding H2 to NH3 on the combustion efficiency and indicated 
thermal efficiency (ITE) under two distinct intake schemes. It is difficult to control the λ value exactly 
equal to 1, and there are slight differences in the mixture concentration within the cylinder,resulting in 
the combustion efficiency not increasing linearly as the increases of H2 proportion. However, it can be 
observed that the combustion efficiency of Scheme 2 is higher than that of Scheme 1. 
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The findings reveal a non-linear relationship between ITE and the increasing blend ratio of H2. 
In Scheme 1, ITE peaks at 41.9% when the blend ratio reaches 25 vol% H2, after which it begins to 
decline with further increases in the H2 blending ratio up to 30 vol%. This decline in ITE at higher H2 
blend ratios may be attributed to elevated heat transfer losses and augmented negative work, as pre-
viously noted [29]. Conversely, Scheme 2 attains its maximum ITE of 42.1% at a lower blend ratio of 
15 vol% H2. Notably, when the H2 blending ratio falls below 20%, Scheme 2 exhibits significantly high-
er ITE compared to Scheme 1. This suggests that the high swirl intake airflow characteristic of 
Scheme 2 is particularly effective in enhancing combustion at lower H2 concentrations.  

3.2 In-cylinder combustion process 

Fig. 7. Turbulence kinetic energy (TKE) and swirl ratio (SR) with different H2 blend ratios and intake flow       
strategies  

Swirl serves as a pivotal mechanism in conserving intake kinetic energy and facilitating mix-
ture formation and combustion, particularly crucial when amalgamating with ammonia possessing low 
laminar flame velocity [30]. When comparing various H2 blend ratios, both intake schemes uphold 
similar intake port pressures for gas and air respectively, thereby ensuring analogous flow dynamics 
and velocity fields within the cylinder. Figure 7 depicts the swirl ratio (SR) and turbulent kinetic energy 
(TKE) profiles of the two intake schemes across different H2 blend ratios. Notably, in Scheme 2, where 
high-pressure intake air traverses through the high swirl ratio intake port 1, the in-cylinder swirl ratio 
experiences a substantial augmentation compared to Scheme 1. Despite employing a lower H2 blend 
ratio, Scheme 2 consistently demonstrates superior NH3-H2 combined combustion performance. 

Fig. 8. In-cylinder flow field and turbulence kinetic energy distribution under two intake schemes 

Figure 8 illustrates the velocity and turbulent kinetic energy (TKE) field distributions near the 
spark plug under the condition of a 5 vol% H2 ratio. Two cross-sectional slices are compared: one ver-
tical slice intersects the center of the valve seat of intake port 1, while the other horizontal slice inter-
sects the center of the spark plug electrode. 
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Both intake schemes demonstrate the capability to generate stable swirls within the combus-
tion chamber; however, they exhibit significant disparities in combustion characteristics. In Scheme 1, 
a significant weak TKE is observed around the spark plug and accompanied by a relatively weaker 
distribution of swirl within the chamber. This limits the expansion of the flame kernel and subsequent 
flame propagation, resulting in a gradual rise in combustion pressure, temperature, and HRR, as 
shown in Fig.3. Contrastingly, Scheme 2 demonstrates a more optimized velocity distribution. During 
the initial spark ignition period, a lower airflow velocity and TKE are achieved around the spark plug, 
fostering the stable development of the flame kernel. Subsequently, a higher airflow velocity field is 
formed around the initial flame kernel along with a higher TKE, which could promote flame propaga-
tion to achieve rapid combustion. Moreover, Scheme 2 presents another notable advantage: a height-
ened airflow velocity is engendered in the squish zone, promoting rapid combustion within this critical 
region and mitigating post-combustion processes. Consequently, the amalgamation of optimized ve-
locity distribution and enhanced airflow velocity in the squish zone in Scheme 2 renders it a superior 
choice for fostering rapid and efficient combustion. 

Fig. 9. In-cylinder NH3-H2 mixture distribution with different H2 blend ratios under two intake schemes 

The NH3-H2 mixture distribution during the combustion process, as depicted in Figure 9, re-
veals notable differences between Scheme 1 and Scheme 2 across various H2 blend ratios. Scheme 2 
consistently demonstrates superior NH3-H2 mixture stratification, characterized by the formation of a 
rich NH3-H2 mixture (λ < 1) proximal to the spark plug. This configuration is conducive to rapid in-
cylinder flame propagation and combustion efficiency. In contrast, Scheme 1 exhibits poor NH3-H2 
mixture stratification, with the rich mixture predominantly distributed in the piston bowl and the squish 
zone of the combustion chamber. Meanwhile, a lean mixture is observed around the spark plug, even 
as the H2 blend ratio increases to 30 vol%. Such inadequate stratification hampers the prompt ignition 
and propagation of the flame front, leading to sluggish in-cylinder combustion kinetics and post-
combustion processes. 
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Fig. 10. In-cylinder temperature distribution with different H2 blend ratios under two intake schemes 

The initiation of flame kernel formation and the early stages of flame development play a piv-
otal role in shaping subsequent combustion processes [31]. Figure 10 illustrates the evolution of tem-
perature with varying H2 blend ratios under two intake schemes. Owing to the high reactivity and fast 
laminar burning velocity of H2, NH3-H2 mixtures with higher H2 blend ratios can rapidly form the initial 
flame kernel, leading to accelerated flame front development and elevated temperatures. This ob-
served trend aligns closely with the changes observed in in-cylinder pressure and HRR. For H2 blend 
ratios below 25 vol%, both schemes exhibit similar axial flame propagation within the cylinder. Howev-
er, Scheme 2 demonstrates notably faster radial propagation than Scheme 1, particularly in the squish 
zone. This discrepancy can be attributed to the intense turbulence present in Scheme 2, which accel-
erates NH3 flame propagation. Conversely, the sluggish flame propagation observed in the squish 
zone of Scheme 1 contributes to post-combustion effects, as depicted in Figure 2. Furthermore, the 
difference in flame propagation velocity between the two schemes diminishes as the H2 blend ratio in-
creases. As the mixture's reactivity increases and reaction rates accelerate, the influence of the flow 
field on flame propagation becomes less pronounced. 

post-combustion 
region 

Fig. 11. Influence of H2 blend ratios on H2 mass over time under two intake schemes 
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Fig. 12. In-cylinder H2 mass fraction with different H2 blend ratios under two intake schemes 

Figure 11 illustrates a comparison of H2 mass change across various H2 blend ratios under 
two intake schemes. In both intake schemes, augmenting the H2 blend ratio accelerates the H2 con-
sumption process, with Scheme 2 exhibiting a notably faster H2 consumption rate compared to 
Scheme 1. Figure 12 provides a more detailed depiction of the distribution of H2 mass fraction within 
the cylinder across different H2 blend ratios and intake schemes. The 1500K temperature contour line 
demarcates the boundary for complete combustion, with a H2 mass fraction below 0.0005 considered 
indicative of complete combustion. In Scheme 1, as the H2 blend ratio increases from 5 to 30 vol%, the 
H2 mass fraction remains consistently low (<0.0005) after combustion around TDC. This phenomenon 
is attributable to the lean NH3-H2 mixture predominant in the upper zone of the combustion chamber. 
Conversely, Scheme 2 showcases the emergence of additional H2 in the burned zone, particularly 
pronounced under the 5 vol% H2 condition, where the H2 concentration surpasses even the initial 
mass fraction of H2. This occurrence can be ascribed to localized ammonia-rich reforming, wherein 
NH3 within a rich zone (λ>1) decomposes into H2 under localized high-temperature and high-pressure 
conditions. This process contributes to the enhancement of in-cylinder activity distribution and stratifi-
cation. It is noteworthy that despite the generation of additional H2, H2 emissions at later stages of 
combustion remain low in Scheme 2. This is attributed to the robust swirl movement of the airflow, ef-
fectively mixing and dispersing residual H2, coupled with the high combustion efficiency achieved. This 
observation underscores the effectiveness of the intake scheme and combustion strategy in Scheme 2 
in controlling H2 emissions, even in conditions favorable for ammonia-rich reforming. 
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Fig. 13. Influence of H2 blend ratios under two intake schemes on NOx mass over time 

Fig. 14. In-cylinder NO mass fraction with different H2 blend ratios under two intake schemes 

Figure 13 provides a comparison of NO and N2O mass evolution with varying H2 blend ratios 
under two intake schemes. NO, being the primary pollutant, is primarily localized in the flame front and 
high-temperature combustion zones [32]. Fuel-NO is primarily generated through the interaction of 
HNO with OH/H radicals [33]. Initially, the NO mass experiences a rapid surge in tandem with the in-
creasing in-cylinder temperature, eventually peaking. Subsequently, during the later expansion stroke, 
the NO mass gradually diminishes as the in-cylinder temperature significantly decreases. The increase 
in H2 blend ratio precipitates a rapid escalation in in-cylinder temperature and accelerates the for-
mation of NO and OH/H radicals. However, the peak values and subsequent decrease of NO exhibit 
no clear pattern, especially in Scheme 2. This can be attributed to the optimized flow field dynamics 
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and NH3-H2 mixture stratification within the cylinder, which contribute to the complex interplay of com-
bustion processes and pollutant formation.   

Figure 14 illustrates the distribution of NO within the cylinder for two intake schemes, unveiling 
a distinct stratification of NO concentration. Interestingly, the two schemes yield diametrically opposed 
results: in Scheme 1, a higher concentration of NO is observed near the spark plug, whereas in 
Scheme 2, elevated NO concentration is noted in the squish zone, located farther away from the spark 
plug. The regions exhibiting lower NO concentration correspond to the ammonia-rich zones depicted 
in Figure 8, where rich combustion conditions facilitate the suppression of NO generation. This obser-
vation underscores the intricate relationship between combustion dynamics, mixture stratification, and 
pollutant formation. Further analysis of the specific pathways contributing to NO formation and distri-
bution will be conducted in the subsequent section, shedding light on the underlying mechanisms driv-
ing these observed phenomena. 

The greenhouse effect of N2O is approximately 300 times stronger than that of CO2, under-
scoring its significance despite its lower concentration compared to NO [34]. Figure 15 depicts the 
change in N2O mass with varying H2 blend ratios under two intake schemes, showcasing the genera-
tion of N2O at CA50 timing. N2O reaches its peak near CA50 and generates earlier as the hydrogen 
ratio increases. N2O primarily forms through the reaction NH + NO = N2O + H at low temperatures and 
is distributed across the flame front [32]. Initially, it exhibits rapid increases during combustion and is 
subsequently pyrolyzed at temperatures exceeding 1300 K [35]. As the H2 blend ratio increases, in-
cylinder temperature and H radical concentrations escalate, leading to diminished N2O mass during 
the expansion stroke. Scheme 2, characterized by higher combustion temperatures, achieves a more 
rapid decline in N2O mass compared to Scheme 1. 

Fig. 15. Reaction pathway under 5 vol% H2 condition in Scheme 2 

To delve deeper into how the addition of H2 facilitates the combustion process of NH3, a kinet-
ic analysis is conducted on the operating condition with 5 vol% H2 in Scheme 2, as illustrated in Fig.15. 
The state parameters at CA10 serve as boundaries for this analysis. The percentages presented de-
note the proportion of species consumed through the specified pathway. Initially, NH3 undergoes de-
hydrogenation to NH2 via reactions with OH radicals. Subsequently, the primary reaction pathway in-
volves a sequence of transformations: NH2 is converted to NH, then to N2H2, followed by NNH, 
ultimately culminating in the formation of N2. Additionally, other branches of NH3 consumption result in 
the generation of NOx, as depicted by the red lines. Notably, N2O and NO2 primarily stem from the 
conversion of NO. In this process, O2 plays a significant role in NO formation. However, in locally am-
monia-rich regions, the scarcity of O2 impedes this pathway, leading to a reduction in NOx generation. 
Simultaneously, the surplus NH3 promotes NO consumption through the production of NH and NH2 
radicals. 

The yellow line denotes the contribution of H2 addition to the radical pool. Initially, H2 reacts 
with NH2 and OH, yielding a substantial amount of H radicals. Notably, the introduction of H2 prompts 
the reaction NH3 + H = NH2 + H2 to proceed in the opposite direction, inhibiting the decomposition of 
NH3 in the initial stage. Subsequently, H follows two distinct reaction pathways. In the first pathway, H 
reacts with O2 to produce OH and O. In the second pathway, H participates in a chain-branching 
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mechanism, leading to the formation of HO2 and subsequently H2O2, which further decompose to yield 
additional OH radicals. Both of these pathways significantly contribute to the overall production of OH 
radicals, thereby enhancing the decomposition of NH3 and promoting the combustion process. The in-
tricate interplay among these reactions underscores the complexity of the combustion process in am-
monia-hydrogen engines and emphasizes the pivotal role of H2 addition in altering the reaction kinetics. 
While H radicals are primarily consumed by O2, in locally ammonia-rich regions, they cannot be entire-
ly depleted. Consequently, the surplus H radicals react with N2H2 and NH2, resulting in the regenera-
tion of H2, as indicated by the blue lines. 

Conclusions 
 In our investigation, we introduce the Split-Channel Supercharge and Fuel-Air Mixing technol-

ogy (SCS-FAM) tailored for implementation in large-bore ammonia-hydrogen engines. This pioneering 
SCS-FAM approach integrates two distinct intake ports: one dedicated to delivering supercharged fuel 
and the other responsible for supplying air. Leveraging numerical simulations, we assess the efficacy 
of the SCS-FAM technology and examine the significant impact of diverse H2 blend ratios on the strati-
fied combustion and emission characteristics of ammonia-hydrogen engines. The key findings from 
our study are summarized as follows: 

1) The introduction of fuel through high and low swirl ratio intake ports respectively leads to
distinct flow fields and mixture stratifications within the cylinder. Specifically, introducing
NH3-H2 premixed fuels through the low swirl ratio intake port 2, along with air intake via the
high swirl ratio intake port 1, generates a rich mixture distribution close to the spark plug.
Concurrently, a strong swirl movement is observed away from the spark plug. This configu-
ration effectively promotes the combined combustion of NH3-H2 within the engine, particu-
larly in the squish zone, resulting in a shorter CA50-90 duration.

2) The ITE of the engine does not exhibit a linear relationship with the increase in the propor-
tion of H2. Specifically, Scheme 2 achieves its maximum ITE of 42.1% at a lower blend ra-
tio of 15 vol% H2. However, as the blend ratio surpasses 15%, the ITE decreases due to
escalating negative work and heat transfer losses. In comparison to Scheme 1, Scheme 2
demonstrates a higher ITE within the H2 blend range of 5-20 vol%. Notably, even with a 5
vol% H2 blend, Scheme 2 can achieve satisfactory performance.

3) Under stoichiometric conditions, a localized ammonia-rich reforming phenomenon was ob-
served within the cylinder, characterized by the regeneration of H2 in the burned zone,
where initially high concentrations of NH3 were present. Remarkably, in Scheme 2, the H2
concentration in the burned zone even exceeded its initial value with a 5 vol% H2 blend.
Particularly notable for Scheme 2, this ammonia-rich reforming occurred in close proximity
to the spark plug, significantly enhancing the reactivity within the cylinder and thereby facili-
tating combustion.

4) The initial addition of H2 can indeed exert a certain inhibitory effect on the oxidation of NH3
through the reaction NH3+H=NH2+H2. However, the resulting H radicals subsequently gen-
erate OH directly or indirectly through two pathways, ultimately reversing the trend and
promoting the oxidation of NH3. Moreover, the reaction between H and NH2 or N2H2 regen-
erates H2, especially during ammonia-rich combustion.
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Abstract Thermal runaway remains a major safety issue for lithium-ion batteries (LIBs), causing con-

cerns in their broader adoption in applications such as electric vehicles and energy storage systems. 

Lithium plating/dendrites, frequently observed in LIBs after low-temperature and/or fast cycling, not only 

play the role of a major aging mechanism, but also lead to substantial changes in the thermal runaway 

behavior, thereby presenting a significant challenge to cell performance and reliability. This study fo-

cuses on analyzing thermal runaway in aged batteries with dominant degradation from Li plating and 

dendrite, which is promoted through cycling at low temperatures. We employed the commercial batteries 

for experiments: 18650 cells with positive electrodes of Lithium Phosphate (LFP) cells were subjected 

to low temperature cycling until they aged to 60% of cycle life, followed by thermal runaway testing using 

an accelerating rate calorimeter (EV+ ARC, Thermal Hazard Technology) at 100% state of charge. The 

results show that thermal runaway of these aged cells occurs earlier than fresh batteries, with a notable 

decrease in self-heating onset temperature, indicating a higher susceptibility to thermal runaway. The 

aged cells enter exothermicity much earlier, with a cell surface temperature as early as 55 ℃. Mean-

while, in the early stages of self-heating for LFP batteries, venting gas and white smoke phenomena 

were prominently observed. This indicates a much higher internal temperature within the cells such that 

intense electrolyte vaporization and gas generation is feasible. Detailed numerical simulation has been 

performed to interpret the mode of thermal runaway for cells with lithium dendrite, which bears inherent 

similarity to hot-spot induced ignition. These observations provide novel understanding of the combus-

tion mode for the thermal runaway of aged cells with plating and dendrites. The contribution of this study 

are significant for the application and management of secondary life batteries, addressing combined 

aging and safety challenges. By enhancing the understanding of thermal runaway mechanism in aged 

LIBs, this research offers critical insights for improving the safety and reliability of LIB applications. 
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1. Introduction

The growing demand for renewable energy and the global trend towards electrification have 

greatly promoted the development of Li-ion batteries (LIBs) in various fields, especially in electric vehi-

cles (EVs) and energy storage systems. Although lithium-ion batteries are widely adopted and offer 

many advantages, such as high energy density, low memory effect and long cycle life [1–3], they still 

have safety concerns, particularly the risk of thermal runaway, a catastrophic failure that can lead to 

subsequent combustion [4–7]. The initiation of thermal runaway bears inherent similarity to an ignition 

event, where exothermicity from side reactions, if not dissipated sufficiently fast, can eventually drive 

the cell temperature to the thermal runaway onset, companioned with very high heat release rate, 

gas/particle emissions, and even fires. Thermal runaway is being extensively investigated by combining 

sub-cell, cell, and pack level experiments [8–16], multiphysical modeling and numerical simulation [17–

23], and theoretical analysis [24–27] for cells with different materials, aspect ratio, state of charge (SOC), 

and state of health (SOH). It is worth noting that combustion concepts and research tools can be very 

helpful in the mechanistic study and prevention of thermal runaway [26,28–32]. 

Beyond safety, another inherent challenge of battery is that a cell fundamentally suffers from 

irreversible degradation after hundreds and thousands of cycles, as manifested by reduced cell capacity 

and increased internal resistance [33–37]. Such degradation frequently involves various physical, chem-

ical and material aspects, for example, loss of active materials [38,39], thickening of solid-electrolyte 

interphase layer [40–43], lithium plating and dendrite [44–47], and cracking of electrodes [48–54], etc. 

Concerns on performance decline from cell degradation has attracted interests in battery second life, 

where dynamic cells approach the end of their automotive life typically with a residual capacity of 70-

80%, can still be utilized in less demanding but still effective applications, such as stationary energy 

storage [49,50,53,54]. The extension of battery second life effectively reduces the overall carbon foot-

print and increases the renewable energy available to the grid, however, can be challenged even more 

from thermal runaway and safety concerns. It is highly possible that a degraded cell can lead to easier 

occurrence of thermal runaway, which of course, depends on the extent and dominant pathway of deg-

radation [5,55–59]. 

Thermal runaway becomes more concerning in the context of battery second life. A dominant 

degradation mechanism that is facilitated under low temperature cycling and/or high current fast charg-

ing conditions is the production of lithium plating and dendrites, where lithium atoms are deposited on 

the anode surface, forming metallic lithium instead of being embedded in the anode material [60,61]. 

Over time, these deposits can grow into dendritic structures that can potentially puncture the separator 

and cause internal short circuits, increasing the risk of thermal runaway [62–64]. Several key studies 

have significantly contributed to our understanding of these phenomena. Fleischhammer et al. [65] in-

vestigated the safety behavior of high-power 18650 lithium-ion cells subjected to high-rate and low-

temperature cycling. They observed that cells aged by low-temperature cycling exhibited significantly 

lower onset temperatures for thermal runaway, starting as low as 30 ℃, compared to high-rate cycled 

cells and un-aged cells. This reduction in thermal stability was attributed to lithium plating on the anode, 

which dramatically increased heat generation during thermal runaway. Wu et al. [66] analyzed the ther-

mal runaway behaviors of Li-ion batteries after low-temperature aging through experimental studies and 
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predictive modeling. They demonstrated that lithium plating during low-temperature aging significantly 

affects the thermal stability and accelerates the thermal runaway process. Their findings suggested that 

lithium plating not only reduces the TR onset temperature but also increases the severity of the thermal 

events. Qi et al. [67] investigated the effect of low-temperature cycling on the thermal and gas production 

behaviors of NCA/graphite LIBs. Their results indicated that TR onset temperature decreases for aged 

batteries, primarily due to solid electrolyte interphase (SEI) layer thickening and lithium plating, which 

accelerate exothermic side reactions. They also found that the amount of gas produced during TR in-

creases with aging, further contributing to thermal instability. Zhang et al. [68] empirically investigated 

the impact of ambient temperature, charge/discharge rate, and charge/discharge cut-off voltage on the 

capacity degradation rate and internal resistance growth of commercial 18650 LIBs. They found that 

low-temperature cycling accelerates aging, primarily due to lithium plating and dendrite formation. Zhao 

et al. [69] presented a numerical model for thermal runaway in low temperature cycling Nickle-Cobalt-

Aluminum (NCA) 18650 cylindrical lithium-ion batteries, including lithium metal reaction, and validated 

it against oven test results. Wu et al.[70] conducted adiabatic thermal runaway tests on lithium cobalt 

oxide (LCO) pouch cells cycled at -10 ℃ with varying states of health and developed a model to predict 

the thermal runaway at different SOH conditions. Kong et al. [71] conducted thermal abuse test of NCA 

18650 cells and revealed that lower operating temperatures and higher cycling rates significantly affect 

the thermal runaway behavior, leading to earlier onset of thermal runaway, and altered venting flame 

characteristics. Ng et al. [63] explored the effects of low temperature cycling on lithium-ion batteries, 

focusing on lithium plating and corrosion hazards, where material characterization revealed exacerbate 

stress in certain regions of the battery, leading to significant lithium deposition, severe gassing, and in 

some cases, catastrophic failure through thermal and nonthermal runaway. Zhou et al. [72] investigated 

the critical safety concern of lithium plating in lithium-ion batteries and tried to correlate thermal runaway 

chemical kinetics with the quantification of lithium plating. Their experiments show that the worst lithium 

plating scenario is sufficient to cause a secondary thermal runaway ahead of the main thermal runaway 

event. Despite the useful insights gained from these valuable studies, none of them provide guidance 

into the combustion mode of thermal runaway of cells with substantial dendrite formation. 

This work focuses on the combustion mode of thermal runaway in aging Li-ion batteries with 

dominant degradation from lithium plating and dendrite, induced by low temperature cycling. The com-

mercial 18650 Lithium Iron Phosphate (LFP) are utilized. Subsequently, a series of thermal runaway 

tests are conducted by utilizing Accelerating Rate Calorimetry (ARC), following the wait-heat-seek ther-

mal abuse strategy [73]. To further justify the combustion mode, detailed numerical simulations were 

conducted in the internal hotspot induced thermal runaway, achieving both qualitative and quantitative 

comparison with the experiment. Our results shed light on the role of dendrites in initiating thermal run-

away, which bear similar nature of hot spot induced ignition. The integration of ARC experiments with 

detailed numerical simulations offers a robust validation framework, highlighting the impact of lithium 

plating on TR behavior. The findings significant implications for the application and management of 

secondary life batteries, addressing combined aging and safety challenges. 
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2. Experimental approach

2.1 Battery preparation and electrochemical performance test 

To understand the thermal runaway behavior of aged batteries with different chemistries under 

low temperatures cycling, this study utilized the type of 18650 commercial batteries known as the JGNE 

LFP cell. Table 1 lists the detailed specifications of these test cells. 

Before thermal runaway experiments, all cells underwent various preconditioning using a 

MACCOR 4200 system with an environmental chamber to achieve the required conditions. In this study, 

both low temperature cycle aging and ambient temperature short-term cycling are considered. The cells 

were divided into three groups, with the specific cycling protocols detailed in Table 2. Cells 1-2 under-

went 50 cycles at low temperature (0 ℃); Cells 3-4 were cycled 50 times at room temperature; Cell 5 

served as a fresh cell baseline. After cycling, all cells were subjected to a final standardization process 

at room temperature to ensure a full charge and a state of charge (SOC) of 100 %. The charging / 

discharging curves of voltage versus discharge capacity for test cells are illustrated in Error! Reference

source not found.Fig. 1. It is apparent that the voltage curve of an aged cell is shifted to the left com-

pared to a fresh cell, indicating capacity fading. This transition can be used as an indicator of state of 

health (SOH), which is commonly used to represent the remaining capacity of a battery relative to its 

original capacity, and is typically expressed as a percentage: 

𝑆𝑂𝐻 =  
𝑄

𝑄0

 × 100% (1)

where 𝑄 is the discharge capacity, 𝑄0 is the initial capacity of the cell. Fig. 2 summarizes the SOH of 

JGNE LFP cells, showing that Cells 1-2, after undergoing 50 cycles at low temperatures, experienced 

significant capacity degradation with an SOH slightly below 60%, while the remaining cells maintained 

an SOH close to 100%. 

Following the initialization of all cells, Electrochemical Impedance Spectroscopy (EIS) measure-

ments were conducted using the PARSTAT 4000A system by Princeton Applied Research. This pro-

vided key data on the electrochemical properties of the cells, as illustrated by the Nyquist plot in Fig. 3. 

The Nyquist plot serves as an essential analytical tool for evaluating the electrochemical behavior of 

cells, offering deep insights into their operational efficiency and internal mechanisms [74]. According to 

the interpretation based on the Randles cell model, as presented in the Nyquist plot, the point where the 

semicircle intersects the real axis in the high-frequency domain indicates the ohmic resistance. This 

resistance is attributed to the combined resistances of the electrolyte, separator, and the battery elec-

tronic components. The diameter of the semicircle represents the charge transfer resistance, which 

reflects the electrochemical reaction kinetics at the electrode interface. Meanwhile, the straight line ob-

served in the low-frequency region is indicative of the diffusion process, demonstrating the movement 

of ions within the battery. It can be seen that the initial EIS results show that the cells perform very 

similarly, with only slightly different impedances. As shown in Fig. 3, the EIS results exhibited more 

pronounced differences after experiencing various cycling conditions, indicating changes in their elec-

trochemical performance. Specifically, cells cycled at low temperatures exhibit not only changes in 

ohmic resistance but also increases in charge transfer resistance. 
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Table 1. Basic parameters of JGNE LFP test cells 

Parameter (unit) JGNE 

Model HTPFR18650 

Chemistry LFP/Graphite 

Height (mm) 65 

Diameter (mm) 18 

Rated capacity (Ah) 1.1 

Nominal voltage (V) 3.2 

Charging voltage (V) 3.65 

Discharging cut-off voltage (V) 2.5 

Max. charge/discharge current (A) 5.5/33 

Operating temperature (℃) 0~55 (Charge) 

-20~60 (Discharge)

Table 2. Cycling protocol of the JGNE LFP cells 

Battery No. Test Procedures 

Cell 1-2 Step 1: 0.5C Charge/Discharge 2 times at ambient temperature 

Step 2: 0.5/1/3/5/0.5C Charge/Discharge at ambient temperature 

Step 3: 1C-Charge 5C-Discharge 50 times at 0℃ 

Step 4: 0.5/1/3/5/0.5C Charge/Discharge at ambient temperature 

Step 5: 0.1C Discharge-Charge cycle 3 times at ambient temperature 

Cell 3-4 Step 1-2: Same as Cell 1-2 

Step 3: 1C-Charge 5C-Discharge 50 times at ambient temperature 

Step 4-5: Same as Cell 1-2 

Cell 5 Step 1: 0.1C Discharge-Charge cycle 3 times at ambient temperature 
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Fig. 1. Voltage evolution before ARC test 

Fig. 2. SOH of test cells 
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Fig. 3. Nyquist plot changes of test cells before cycling and before ARC test 

2.2 Accelerating rate calorimeter test 

In order to study the effect of low temperature cycling on the thermal runaway (TR) characteris-

tics of lithium-ion batteries, the EV+ acceleration calorimeter (ARC), provided by Thermal Hazard Tech-

nology (THT), was used to conduct thermal runaway tests. This study aims to evaluate the impact of 

aging batteries under low temperature cycling on key temperature parameters, including self-heating 

onset temperature, TR temperature, maximum temperature, and TR delay time. The self-heating onset 

temperature was determined in all experiments using the established heat-wait-seek (HWS) method, 

with the detailed method described in our previously published work [73]. 

2.3 Analysis of thermal runaway experimental data 

During thermal runaway experiments, we collected data on surface temperature and voltage 

changes for batteries involved in the tests. The results, as shown in Fig. 4, are compared. This figure 

illustrates the evolution of temperature and voltage for fresh LFP cells, those cycled at low temperature, 

and those at ambient temperature. It can be observed that Cell 1 and Cell 2, which were cycled at low 

temperature, were the first to enter the self-heating mode, at approximately 55 ℃, accompanied by 

venting gas and the emission of white smoke, as illustrated in Fig. 5. The production of white smoke is 

primarily attributed to the decomposition of electrolyte and internal materials, resulting in the release of 

gases and particles from the battery during overheating. However, with the surface temperature of the 
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battery only reaching 55 ℃ at this point, it implies the formation of high temperature spots internally. 

This leads to a non-homogeneous temperature distribution inside the cell, which in turn causes the 

observed emission of white smoke from the battery.  

From the voltage evolution presented in Fig. 4, it is clear that after reaching a certain tempera-

ture, the voltage suddenly drops, but it does not drop to zero immediately. Instead, it stabilizes at a 

certain level for a while before severe internal short cause the voltage to plummet to 0V, immediately 

triggering thermal runaway. Additionally, Fig. 4 shows the corresponding temperatures (marked by dots 

with lines on the graph) when various aged batteries experience sudden voltage drops. It is observed 

that the cells cycled at low temperatures exhibit a voltage drop first, around 60 ℃, compared to other 

cells, whose voltage drops at approximately 130 ℃. This suggests that lithium dendrites formed during 

low temperature cycling create localized hot spots, accelerating internal short circuits. 

During thermal runaway testing, three characteristic temperatures are identified to quantify the 

thermal stability performance of the cells: the self-heating onset temperature (corresponding to 0.02 ℃ 

/min), TR temperature (corresponding to 1 ℃ /min for JGNE LFP cell), and the maximum temperature. 

Fig. 6 displays the critical temperatures collected during the thermal runaway experiments. It was ob-

served that for LFP cells, the self-heating onset temperature ranged from 55 to 120 ℃. Cells cycled at 

0 ℃ showed a lower self-heating onset temperature, dropping from 120 ℃ to 55 ℃, a difference of 

approximately 70 ℃. In cells aged at low temperatures, not only is the self-heating onset temperature 

lower, but the TR onset temperature also shows reduced performance. The decreasing trend in both 

self-heating and TR onset temperatures indicates a deterioration in the thermal stability of lithium-ion 

batteries after low temperature cycling. Additionally, the maximum temperature also shows reduced 

performance, which may be attributed to the loss of active material during the aging process. 

In the thermal runaway experiments, we not only obtain characteristic temperature data but also 

derive the activation energy of the TR reaction and the frequency factor based on the temperature evo-

lution curves and the temperature rise data, following the Arrhenius law [75,76]. The specific expression 

is shown below: 

ln (
𝑑𝑇

𝑑𝑡
) ≈ ln(∆𝑇𝑎𝑑𝐴) −

𝐸𝑎

𝑘𝑏𝑇
(2)

where 𝑑𝑇

𝑑𝑡
 is self-heating temperature rate, ∆𝑇𝑎𝑑 is the difference between the initial self-heating onset 

temperature and the maximum temperature, 𝑘𝑏  is Boltzmann’s constant (8.62E-5 eV⋅K-1), 𝐴 is fre-

quency factor and 𝐸𝑎 is activation energy of TR reactions. Fig. 7 plot ln𝑑𝑇

𝑑𝑡
 versus 1000

𝑇
 for LFP cells to 

calculate frequency factor 𝐴 and activation energy 𝐸𝑎 under different conditions. It is observed that the 

performance of LFP batteries cycled at low temperatures differs significantly from other cells, not show-

ing a linear relationship, thus making it challenging to derive specific values for frequency factor 𝐴 and 

activation energy 𝐸𝑎 in this study. However, the remaining cells displayed a linear relationship. By line-

arly fitting the temperature rate curves, the activation energy 𝐸𝑎, represented by the slope, and the fre-

quency factor 𝐴, represented by the intercept, were obtained and summarized in Fig. 8. The bar chart 

reveals a correlated consistency in the variation of calculated activation energy 𝐸𝑎 and frequency factor 

𝐴. Cells with higher activation energy also exhibit larger frequency factors. Since the LFP cells cycled 

at low temperatures did not yield calculable 𝐸𝑎 and 𝐴 values, they cannot be compared with fresh cells. 
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Fig. 4. Cell surface temperature, voltage evolution, corresponding temperature during when cell experiences a 

sudden voltage drop 

Fig. 5. Venting gas and the emission of white smoke observed at around 55 ℃ 
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Fig. 6. Critical temperatures at different aging conditions 

Fig. 7. Natural logarithm of the self-heating rate versus inverse of temperature curves 
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Fig. 8. Activation energy and frequency factor of test cells 

3. Numerical simulation approach

3.1 Hot spot simulation strategies 

It is well known that short circuits within batteries can create hot spots, leading to thermal runa-

way. The growth of lithium dendrites can trigger these internal short circuits, thereby forming hot spots 

within the battery that generate localized high temperatures. The increase in battery temperature also 

triggers exothermic reactions between the electrolyte, the active material and solid electrolyte interface 

(SEI), further exacerbating the temperature increase. 

Based on the experiments on battery thermal runaway described in the previous Section 2, it 

was observed that cells undergoing low temperature cycling enter the self-heating mode earlier, a phe-

nomenon particularly evident in LFP batteries. At 55 ℃, these cells entered the self-heating mode, likely 

due to the formation of lithium dendrites caused by low temperature cycling. As the cell heats up and 

expands internally, lithium dendrites in some areas may puncture the separator, leading to partial inter-

nal short circuits. This forms a local hot spot, triggering the battery to enter the self-heating mode prem-

aturely. To understand how local hot spots affect battery thermal runaway, this study developed a simple 

thermal runaway model with a local hot spot for a cylindrical 18650 LFP/Graphite cell.  

For the numerical simulation, a two-dimensional axisymmetric model (2D) was developed in 

COMSOL Multiphysics 5.5 to simulate ARC experiments with a hot spot. The energy conservation equa-

tion of this model is shown in Table 3. Due to the axisymmetric geometry of the battery, the internal 

temperature of the battery varies both radially and axially, taking into account both thermal runaway 

reactions and internal heat conduction. 

To better study the impact of local hot spots on thermal runaway, an initial simplified thermal 

runaway model was used to simulate scenarios without local hot spots. In this study, the LFP Cell 5 

serves as a validation tool to ensure the functionality of the model. Based on ARC experimental results, 
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the cell underwent a heating process for up to 700 minutes. During this period, the cell temperature 

curve from the ARC experiments, as shown in Fig. 9, was applied as a boundary condition to the model, 

which also considered convection and radiation. The heat transfer coefficient, ℎ𝑐𝑜𝑛𝑣 was set to 20 𝑊/𝑚3 ∙

𝐾, and surface emissivity, 𝜀𝑟𝑎𝑑 was set to 0.8. After 700 minutes, the cell entered the self-heating mode, 

and the thermal boundary conditions of the model were set to adiabatic, with no heat transfer between 

the cell and the heating system. This adjustment is made based on the operation mechanism of the 

ARC, when the test cell enters the exothermic mode, the heating system is programmed to trace the 

temperature of the cell, so that there is no thermal exchange. 

The heat source term in the model that triggers thermal runaway comes from four commonly 

used chemical side reactions [77]. The chemical heat release 𝑄, inside the battery stems from four semi-

global thermal chemical reactions, including the decomposition of the solid-electrolyte interface (SEI), 

the reaction between the anode and electrolyte, the reaction between cathode and electrolyte, and elec-

trolyte decomposition. The quantitative characteristics of these reactions depend on the battery material 

properties, thermal chemical parameters, and temperature. The reaction model, frequency factor, and 

activation energy describing the kinetics between battery materials have been previously determined by 

fitting experimental measurements from accelerating rate calorimetry (ARC) and differential scanning 

calorimetry (DSC) tests [78]. The chemical reaction rates and heat generation are widely recognized in 

the literature [77,79] and summarized in Error! Reference source not found.4. 

To validate the thermal runaway model, the four-step reaction model was compared with exper-

imental results from LFP Cell 5, as described in Section 2. The model parameters, summarized in Table 

5 and derived from [80], describe a fully charged battery with LFP/Graphite chemistry. As shown in Fig. 

10, without any parameter adjustment, reasonable agreement has been achieved between the model 

and experiment, especially the onset temperature of exothermicity and the thermal runaway time scale. 

Such agreement provides evidence to the understanding that the thermal runaway in the baseline case 

bears inherent nature of homogenous autoignition. It should be pointed out that some quantitative dis-

crepancies before the main thermal runaway event can be easily reduced or minimized by further tuning 

the model parameters. Such a practice, however, is neither necessary or meaningful, given the statistical 

nature of thermal runaway posed by cell-to-cell variation identified in our previous study [73]. Further-

more, Cells 3 and 4, despite being identical batteries, exhibited slightly different thermal runaway be-

haviors, as noted in Section 2. Additionally, the temperature curve of the model does not decrease after 

thermal runaway occurs, contrasting with the rapid decrease in temperature observed in the experi-

mental cells post-thermal runaway. This inconsistency is attributable to the adiabatic boundary condi-

tions of the model. Given that our focus is on the impact of local hot spots on thermal runaway, the 

deviation of model falls within a reasonable range of acceptance. This model will be utilized further to 

investigate the effects of local hot spots on thermal runaway. 

To understand the impact of local hot spots on thermal runaway, we selected a small area within 

the battery to simulate the local hot spots, based on the validated model, as illustrated in Fig. 11. The 

specific meshing parameters for the model are as follows: the minimum element size is set at 1.38E-8 

m, the element growth rate for the mesh at 1.4, and the boundary layer properties include 8 layers with 

a stretching factor of 1.2. The remaining domain size properties are configured with a maximum element 
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size of 6.9E-4 m, a minimum element size of 1.38E-6 m, and an element growth rate of 1.1. The model 

comprises 15186 domain elements and 654 boundary elements. Based on the preliminary model, we 

observe the temperature distribution within the battery over time, focusing on the development of 

hotspots and their impact on thermal runaway. The temperature distribution at different time intervals 

(0s, 30s, and 60s) is shown in Fig. 12. Fig. 12(a) describes the initial temperature distribution at 0 sec-

onds. As expected, the temperature is uniformly low throughout the battery, indicating no significant 

heat accumulation at the start. Fig. 12(b) shows the temperature distribution after 30 seconds. At this 

stage, the hotspot region begins to exhibit apparent increase in temperature, indicating the initial phase 

of thermal accumulation. Fig. 12(c) illustrates the temperature distribution after 60 seconds. The hotspot 

has significantly increased in temperature, with the surrounding regions also experiencing a rise in tem-

perature, indicating the potential onset of thermal runaway. Subsequently, we conducted a parametric 

study and ultimately selected three representative heat source scenarios to apply to the hotspot region, 

as shown in Fig. 13, to observe the influence of the hot spots on thermal runaway. 

Table 3. Energy balance equation for 2D axis model 

2D axisymmetric Model 

Assumption Thermal stratification exists 

Governing Equation 
𝜌𝑐𝑝

𝜕𝑇

𝜕𝑡
=

1

𝑟

𝜕

𝜕𝑟
(𝑘𝑟𝑟

𝜕𝑇

𝜕𝑟
) +

𝜕

𝜕𝑧
(𝑘𝑧

𝜕𝑇

𝜕𝑧
) + 𝑄

Chemical reaction heat 𝑄 = 𝑄𝑠𝑒𝑖 + 𝑄𝑛𝑒 + 𝑄𝑝𝑒 + 𝑄𝑒 

Boundary condition 

(Heating process) 

𝑞𝑐𝑜𝑛𝑣
′′ = ℎ𝑐𝑜𝑛𝑣(𝑇 − 𝑇𝐴𝑅𝐶 ) 

𝑞𝑟𝑎𝑑
′′ = 𝜀𝑟𝑎𝑑𝜎(𝑇4 − 𝑇𝐴𝑅𝐶

4) 

(Adiabatic process) 𝑛 ∙ 𝑞 = 0

Fig. 9. Temperature profile of LFP Cell 5 during the heating process in the thermal runaway experiment 
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Table 4. Reaction rates and heat sources of the four-step thermal abuse model 

Reaction term Equations 

SEI decomposition 𝑑𝑐𝑠𝑒𝑖

𝑑𝑡
= −𝐴𝑠𝑒𝑖𝑒𝑥𝑝 [−

𝐸𝑎,𝑠𝑒𝑖

𝑅𝑇
] 𝑐𝑠𝑒𝑖

𝑚𝑠𝑒𝑖 𝑄𝑠𝑒𝑖 = −𝐻𝑠𝑒𝑖𝑊𝑠𝑒𝑖

𝑑𝑐𝑠𝑒𝑖

𝑑𝑡

Anode-electrolyte reaction 𝑑𝑐𝑛𝑒

𝑑𝑡
= −𝐴𝑛𝑒𝑒𝑥𝑝 [−

𝑡𝑠𝑒𝑖

𝑡𝑠𝑒𝑖0

] 𝑐𝑛𝑒

𝑚𝑛𝑒,𝑛𝑒𝑥𝑝 [−
𝐸𝑎,𝑛𝑒

𝑅𝑇
]

𝑑𝑡𝑠𝑒𝑖

𝑑𝑡
= 𝐴𝑛𝑒𝑒𝑥𝑝 [−

𝑡𝑠𝑒𝑖

𝑡𝑠𝑒𝑖0

] 𝑐𝑛𝑒

𝑚𝑛𝑒,𝑛𝑒𝑥𝑝 [−
𝐸𝑎,𝑛𝑒

𝑅𝑇
]

𝑄𝑛𝑒 = −𝐻𝑛𝑒𝑊𝑛𝑒

𝑑𝑐𝑛𝑒

𝑑𝑡

Cathode-electrolyte reaction 𝑑𝛼

𝑑𝑡
= 𝐴𝑝𝑒𝛼𝑚𝑝𝑒,𝑝1(1 − 𝛼)𝑚𝑝𝑒,𝑝2𝑒𝑥𝑝 [−

𝐸𝑎,𝑝𝑒

𝑅𝑇
] 𝑄𝑝𝑒 = −𝐻𝑝𝑒𝑊𝑝

𝑑𝛼

𝑑𝑡

Electrolyte decomposition 𝑑𝑐𝑒

𝑑𝑡
= −𝐴𝑒𝑒𝑥𝑝 [−

𝐸𝑎,𝑒

𝑅𝑇
] 𝑐𝑒

𝑚𝑒  𝑄𝑒 = −𝐻𝑒𝑊𝑒

𝑑𝑐𝑒

𝑑𝑡

Overall heat generation 𝑄 = 𝑄𝑠𝑒𝑖 + 𝑄𝑛𝑒 + 𝑄𝑝𝑒 + 𝑄𝑒 

Table 5. Model parameters of the four-step thermal abuse model 

Symbol Value Physical description 

𝜌 2231.2 (kg/m3) Cell density 
𝑐𝑝 1100 (Jkg-1K-1) Heat capacity 
𝑘𝑟 0.7 (Wm-1K-1) Thermal conductivity across the layers 
𝑘𝑧 140 (Wm-1K-1) Thermal conductivity along the layers 
𝐴𝑠𝑒𝑖 1.66×1015 (1/s) SEI-decomposition frequency factor 
𝐴𝑛𝑒 2.5×1013 (1/s) Anode-electrolyte frequency factor 
𝐴𝑝𝑒 2.0×108 (1/s) Cathode-electrolyte frequency factor 
𝐴𝑒 5.14×1025 (1/s) Electrolyte decomposition frequency factor 
𝐸𝑎,𝑠𝑒𝑖 1.38×105 (J/mol) SEI-decomposition activation energy 
𝐸𝑎,𝑛𝑒 1.32×105 (J/mol) Anode-electrolyte activation energy 
𝐸𝑎,𝑝𝑒 0.99×105 (J/mol) Cathode-electrolyte activation energy 
𝐸𝑎,𝑒 2.7×105 (J/mol) Electrolyte decomposition activation energy 
𝑐𝑠𝑒𝑖0 0.15 Initial value of 𝑐𝑠𝑒𝑖 
𝑐𝑛𝑒0 0.75 Initial value of 𝑐𝑛𝑒 
𝛼0 0.04 Initial value of 𝛼 
𝑐𝑒0 1 Initial value of 𝑐𝑒 
𝑡𝑠𝑒𝑖0 0.033 Initial value of 𝑡𝑠𝑒𝑖 
𝑚𝑠𝑒𝑖 1 Reaction order for 𝑐𝑠𝑒𝑖 
𝑚𝑛𝑒 1 Reaction order for 𝑐𝑛𝑒 
𝑚𝑝𝑒1 1 Reaction order for 𝛼 
𝑚𝑝𝑒2 1 Reaction order for 1 − α 
𝑚𝑒 1 Reaction order for 𝑐𝑒 
𝐻𝑠𝑒𝑖  2.57×105 (J/kg) Reaction heat of SEI-decomposition  
𝐻𝑛𝑒 1.714×106 (J/kg) Reaction heat of anode-electrolyte  
𝐻𝑝𝑒 1.947×105 (J/kg) Reaction heat of cathode-electrolyte  
𝐻𝑒 6.2×105 (J/kg) Reaction heat of electrolyte decomposition  
𝑊𝑠𝑒𝑖 598 (kg/m3) Specific SEI content in jellyroll 
𝑊𝑛𝑒 220 (kg/m3) Specific carbon content in jellyroll 
𝑊𝑝 521 (kg/m3) Specific positive active content in jellyroll 
𝑊𝑒 335 (kg/m3) Specific electrolyte content in jellyroll 
𝑅 8.314 (J/mol/K) Universal gas constant 
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Fig. 10. Comparison of temperature profiles: model predictions vs. experimental data for LFP Cell 5 

Fig. 11. Numerical simulation model incorporating a small hot spot region 
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Fig. 12. Temperature distribution at (a) 0s, (b) 30s, (c) 60s 

(b) 

(c) 
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Fig. 13. Three different intensities of heat source applied to small hot spot 

3.2 Hot-spot modeling results 

The temperature evolution of the cell after applying a heat source to the small hot spot region is 

shown in Fig. 14. It can be noted that local heat sources can indeed cause the battery to experience 

thermal runaway earlier, and the greater the intensity of the heat source, the earlier the thermal runaway 

occurs. It is observed that when the localized heat source intensity is set to 1.5E8 W/m3, the thermal 

runaway behavior of model closely mimics the thermal runaway behavior of aged LFP cells cycled at 

low temperatures. This further confirms that the earlier onset of thermal runaway in LFP cells may be 

attributed to excessive lithium dendrite formation during the aging process, leading to internal short 

circuits and hot spots. Additionally, if the localized heat source is particularly small, it does not accelerate 

the occurrence of thermal runaway. This simplified model provides valuable insights into the impact of 

local hot spots on thermal runaway. 

259



L. Zhang, L. Liu, A. Terekhov, D. Warnberg, P. Zhao

Fig. 14. Temperature evolution under different applied internal heat source 

Conclusions 

This study investigated the thermal runaway phenomenon in lithium-ion batteries, particularly 

focusing on the significant effects of lithium plating and dendrites resulting from low temperature cycling. 

Commercial 18650 LFP cells were employed. It demonstrated an earlier onset of thermal runaway after 

aging through low temperature cycling compared to fresh cells, which was attributed to the formation of 

lithium plating and dendrites. Experiments revealed that low temperature cycling significantly acceler-

ated the thermal runaway process. This was apparent in LFP batteries, which entered to the self-heating 

mode much earlier, around 55°C, indicating that the degree of aging and lithium dendrite formation 

significantly impacts the thermal stability of the batteries. It is worth noting that the early self-heating 

mode of LFP is characterized by gas emissions and white smoke, which suggests increased risks as-

sociated with aging cells. To better understand the initiation and progression of thermal runaway caused 

by internal hot spots due to lithium dendrites, the study utilized a simplified model, applying heat sources 

of varying intensities to a small hot spot within the battery. The model confirmed that while larger heat 

sources indeed accelerate thermal runaway Although simplified, the results provide valuable insights 

into the potential effects of localized thermal hot spots on the overall thermal runaway in lithium-ion 

batteries. This model helps to propose a mechanism of thermal runaway similar to hot spot induced 

ignition. 

(a) 
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Abstract. For further increase in thermal efficiency of engines, heat loss reduction becomes to be es-
sential. Many studies to reduce heat loss in a cylinder have been carried out by applying various thermal 
barrier coating to the piston and/or other in-cylinder surface by utilizing various ceramic materials with 
lower thermal effusivity. However, their effects on the heat loss of reciprocating engines were mostly 
very little or sometimes negative. This study firstly investigated the heat insulation layer material and its 
thickness effects on heat transfer by a one-dimensional unsteady numerical model. As the result, the 
material of lower heat effusivity doesn’t always reduce heat transfer for diesel combustion by its high 
surface temperature swing, but rather increase in local heat flux at the “hot spots” near top dead centre 
(TDC). Such heat flux is also effective not only to increase total heat loss but to reduce indicated work. 
It is essential to consider not only heat convection, but heat conduction variances. Then, a modified 
insulation structure with thin aluminium coating overlayed by physical vapor deposition (PVD) on both 
piston and cylinder head, was tested with a heavy-duty single cylinder engine. Aluminium was initially 
selected by its high reflectance not to absorb flame radiation at the exposed (with less soot deposits) 
area, but to selectively absorb at the soot deposit, where flame is interfered, to achieve less local heat 
convection. Furthermore, the experimental results suggested that the surface temperature at the gas-
exposed area is raised by the heat conduction along the aluminium coating layer from the hot spots 
during and after combustion period. Such surface temperature homogeneity could also be effective for 
further reduction of cycle-integrated heat loss. The other measure to homogenize the wall temperature 
distribution or spatial flame distribution, we proposed a novel design of fuel injection nozzle. The exper-
imental result also showed more significant heat loss reduction with the new nozzle. 

Notation 
AHRR Apparent Heat Release Rate (in engine experiments) J/deg.CA (=ROHR)

APS Atmospheric Plasma Spraying process.

ATDC After Top Dead Centre. 

BTE Brake Thermal Efficiency  %. 

dP/dθ In-cylinder pressure change rate MPa/deg.CA.

EGR Exhaust Gas Recirculation.

HRR Heat Release Rate J/deg.CA. 

HTPV High Temperature Pressure Vessel.

HVOF High Velocity Oxy-Fuel Spraying process.

ITE Indicated Thermal Efficiency %. 

Ne Engine Speed.

Pinj Fuel Injection Pressure.

PVD Physical Vapor Deposition process.

Q Fuel Injection Quantity.

SOC Start timing of Combustion. 

TBC Thermal Barrier Coatings. 

TDC Top Dead Centre. 

λ Excess air ratio (Lambda). 

8YSZ 8% Yttria Stabilized Zirconia (ZrO2/Y2O3).
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1. Introduction
Drastic heat loss reduction must be an essential measure to increase thermal efficiency of in-

ternal combustion engines. Many attempts on heat insulation in the cylinder not only by physically sep-
arated flame from the wall, but also by thermal barrier coatings (TBC) have been investigated for several 
decades [1]. For diesel engines aiming higher thermal efficiency, their compression ratio should be in-
creased rather than increasing in degree of constant volume combustion [2]. Therefore, TBC has been 
more concerned under the assumption of increased flame-wall interference with limited volume of cavity. 
To reduce forced convective heat transfer, temperature difference between the wall surface and the 
working gas is tried to reduce by increasing wall temperature swing synchronous in the instantaneous 
gas temperature variation especially during compression and expansion strokes [3]. Thermal effusivity, 
i.e., thermal conductivity and heat capacity of a TBC material, is thought as the dominant factor to de-
termine the temperature swing oscillation [4]. The lower the thermal effusivity, the higher the temperature
swing. Even though there are several papers on the heat loss reduction and/or thermal efficiency im-
provement with low thermal effusivity TBC applied to spark ignition engines [5,6], TBC applied to diesel
engines has not been adequately and historically proven its effectiveness.

Binder et al. investigated the effect of 1mm-thick plasma-sprayed yttria stabilized zirconia (YSZ) 
TBC on the steel piston surface [7]. They concluded from the apparent heat release, volumetric effi-
ciency, heat transfer rate to the oil, surface temperature and the local heat flux, that the combustion is 
slower in the zirconia coating piston. From the surface temperature measurement data by the laser 
induced phosphorescence (LIP) technique and the volumetric efficiency, it is revealed that YSZ surface 
temperature was kept in higher temperature throughout the cycle resulting in the intake gas heating. It 
could be a cause of the slow combustion. However, ignition delay and initial heat release rate were 
almost the same probably until the spray impinged on the wall in the experiment. Therefore, the higher 
working gas temperature is not regarded as the primal cause of slower heat release. Koci et al. dis-
cussed on the same phenomena with different thickness: 0.325 mm and surface roughness of YSZ TBC 
by means of a single cylinder engine and a high temperature pressure vessel (HTPV). That is, the TBC 
piston tends to make (apparent) heat release rates slower [8]. From the results by Combustion Image 
Velocimetry (CIV) observed in the HTPV, it was revealed that the polished YSZ coating with the slightly 
higher surface roughness: Ra = 2.1-5.3 μm (1.0-1.7 μm for the steel piston) reduced the mixing energy. 
Osada et al. provided the similar comparison of CIV results between a mirror-like polished piston surface 
of the stainless-steel coating: Ra = 0.04 μm and a baseline metal piston: Ra = 3.2 μm observed through 
a top-view window of a single cylinder engine, and concluded that no significant difference was observed 
in the averaged velocity just after flame impingement to the wall [9]. Was it truly the slower heat release 
caused by the YSZ TBC or the effect of higher heat loss around the top dead centre (TDC)? The cumu-
lative apparent heat release around 60 deg. ATDC of TBC piston in both papers [7,8] indicate clear 
reduction in comparison with that of the baseline metal piston. If it is caused by only slower heat release 
of TBC piston, the difference in the cumulative heat release could become smaller around 60 deg. ATDC 
by relatively higher heat release rate in the late combustion, or carbon monoxide emissions will be in-
creased by the incomplete combustion. This study firstly investigated the effect of thermal conductivity, 
specific heat, and TBC thickness on the heat flux on the instantaneous and cycle-averaged heat flux 
calculated by an internally-developed unsteady one-dimensional heat transport model with the boundary 
condition based on the experimental results.  

As a novel coating to reduce heat loss in a diesel engine, we have noticed that the effective 
utilization of radiation from the luminous flame also plays important role. It has been experimentally 
confirmed that accumulated soot deposit has a function to improve both heat loss and thermal efficiency 
simultaneously [10]. We assumed that the soot deposits on the surface, especially at the flame impinge-
ment area, selectively absorb the radiation by their very high emissivity resulting in the increase of local 
surface temperature, which reduces heat transfer at there. For further utilization of this mechanism, the 
material which has extremely higher reflectance (lower emissivity) and the exact opposite thermal prop-
erties to YSZ, namely higher thermal conductivity, was applied to the piston coating. The higher reflec-
tance will increase the selectivity of absorbing radiation at the soot deposit. In addition, the higher ther-
mal conductivity will affect more homogeneous surface temperature distribution. 

To compare the novel coating effect with the spatial flame distribution control effect, a new de-
sign nozzle was proposed. The nozzle orifice is tangentially drilled to the sac diameter, Ewphum called 
it as ’offset orifice nozzle’ [11]. Since offset orifice nozzle has asymmetrical orifice length, it is assumed 
that the spray growth is asymmetrical and spray breakup is accelerated. The purpose of this nozzle is 
to achieve more in-cylinder area-occupied flame, which could also result in the lower heat loss by the 
homogeneous surface temperature distribution. 
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2. Experimental Setup

2.1 Engine specifications 

A single cylinder four-stroke direct-injection diesel engine with displacement volume of 2147 
cm3 was utilized for engine experiments in this study. Detailed specifications of the engine are listed 
in Table 1. The engine was designed to have a tolerance up to 35 MPa of peak firing pressure. The 
test engine simulates turbocharged and after-cooled heavy-duty diesel engines by an externally 
driven supercharger, exhaust throttling, and air heater/cooler. A hydraulic variable valve actuation 
system (Sturman Industries, DHVVA) and an electronically controlled high-pressure common rail in-
jection system (Denso G4S modified) which enable a maximum injection pressure of 300 MPa were 
equipped. To observe in-cylinder combustion phenomena (with the offset orifice nozzle as discussed 
in 4.1), the other single cylinder transparent (bottom-view) engine was utilized.  

Table 1. Engine specifications 

Engine type Single cylinder DI diesel 
Metal engine 

Transparent engine 
(bottom-view) 

Cylinder bore x Stroke φ135 mm×150 mm φ135 mm×140 mm 
Engine displacement 2147 cm3  2004 cm3  
Connecting rod length 370.46 mm 250 mm 
Compression ratio CR 19.2:1 – 27.8:1 18:1 
Piston cavity type Toroidal Pancake 
Cavity diameter 98 – 81 mm 85 mm 
Valve system Camless hydraulic VVA x 4 valves (Sturman Industries) 
Intake swirl ratio 1.4 
Fuel injection equipment Common rail system (DENSO G4S modified) 
Max. injection pressure 300 MPa 

Nozzle orifice 
φ0.179 mm×9-150° (Baseline, 1750 cc/min) 
φ0.223 mm×8-156° (High flow, 2500 cc/min) 
φ0.268 mm×8-156° (Offset orifice, 2500 cc/min) 

Fuel specifications Diesel fuel JIS #2 (Japanese market fuel) 
Cetane number: 56.8, Sulfur content: 7 ppm (mass) 

2.2 Schematics of experimental system 

Figure 1 (Left) shows a schematic of the experimental apparatus and the bottom-view combus-
tion observation layout. This engine system includes an idealized turbocharger/intercooler intake sys-
tem using an externally driven intake supercharging device. For the metal engine test, intake boost 
pressure, exhaust back pressure and intake manifold temperature are widely controlled inde-
pendently at any engine operating points. Intake boost pressure of up to 500 kPa (abs.) is possible 
with an externally driven supercharger. A standard operating condition without any exhaust gas re-
circulation (EGR) was to match the exhaust back pressure to the intake boost pressure for eliminating 
positive pumping work and the effect of turbocharging efficiency variations. In case of increasing (high 
pressure loop) EGR ratio, exhaust back pressure was slightly increased by throttling the back pres-
sure valve under the same intake boosting pressure. Therefore, the amount of intake fresh air was 
partly replaced by EGR gas. 

Natural luminosity from the in-cylinder flame was observed from the bottom of the piston cavity 
with a high-speed video camera as shown in Figure 1 (Right). This transparent engine is modified the 
base metal engine having different stroke and con-rod length from the base metal engine with the 
extending piston and cylinder block. The extending piston with a pancake cavity (cavity diameter: 85 
mm, height: 15.45 mm, compression ratio: 18:1) has a flat faced sapphire window in the bottom of 
cavity. This cavity shape was designed not to distort the captured image and to maximize the ob-
served area by reducing soot deposit with flame interference on the window. The upper side of the 
extending cylinder block is equipped with a cooling circuit to limit the maximum temperature of the 
dry liner to be the same condition of the metal engine. The operating conditions were almost the same, 
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except for the intake temperature which was raised to 373.15 K to achieve the same ignition delay as 
that with the base metal engine. 

Fig. 1. Schematic of engine test system and bottom-view transparent engine layout 

2.3 Measuring instruments 

Instantaneous in-cylinder pressure was measured by a water cooled piezo-type pressure trans-
ducer (Kistler Type6043AU20SP) which is precisely corrected with the other in-cylinder pressure data 
during early compression stroke measured by a piezoresistive pressure sensor (Kistler 4075A) 
mounted on the middle of the cylinder liner. Then, the apparent heat release rate (or described as 
ROHR: rate of heat release) was analyzed with measured in-cylinder pressure data by utilizing a 
combustion characteristics analyzer (ONO-SOKKI DS3000 series). Other pressures in the manifolds 
were measured by piezoresistive pressure sensors (Kistler 4075A). Fuel consumption was measured 
by AVL 735S+753C. Air flow rate was measured by a Karman vortex flow meter (OVAL VXW040GA). 
Exhaust emissions, i.e., NOx, CO, and THC were analyzed by a gas analyzer (HORIBA MEXA-ONE). 
Total energy of unburned THC and CO, latent heat of fuel, and endothermic reaction to form NOx are 
analyzed in the heat balance as “others” heat loss. Fuel flow rate was precisely measured by a Cori-
olis type fuel mass flow meter with a temperature control unit (AVL 735S+753C). Smoke emissions 
in this study was just monitored by a filter paper method instrument (AVL 415S). In-cylinder combus-
tion observation was carried out by utilizing a high-speed camera (Photron FASTCAM SA-Z). 

3. Re-examination of TBC Coating

3.1 One-dimensional heat transport model 

The thermal properties of the material are the important factor in reducing heat loss using a 
heat-insulation layer on the surface. Stainless-steel, SUS316, has been initially selected for the pur-
pose of corrosion prevention for the mirror-polished piston surface to reduce heat transfer coefficient 
in addition to the lower thermal conductivity characteristics [9]. Therefore, even though it has a po-
tential to reduce heat loss, it is still unclear whether SUS316 will be the optimum material for the 
thermal properties of the heat insulation structure. In this chapter, such TBC effects are re-examined 
by utilizing an unsteady one-dimensional heat conduction calculation with various thermal properties. 
Table 2 shows the calculating conditions. The unsteady one-dimensional heat conduction calculation 
for infinite plate model was used Fourier's heat conduction equation modified by Enomoto et al. [12]. 
In order to examine the effect of thermal properties and layer thickness of the material utilized for 
TBC, the model was divided into two layers, the heat insulation layer, and the base material substrate. 
The total thickness of the numerical model was fixed to 12 mm (insulation layer is included) assuming 
the minimum piston wall thickness between cavity surface and cooling side surface used in this study. 

Window : φ85mm

Sapphire window
Extending piston

Mirror

Rotary
encoder

FASTCAM SA-Z

Photron SA-Z
Frame rate : 60,000fps
Exposure time : 1.0 μs
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The thermal properties of SCM435 for base substrate were used as the properties of the baseline 
piston material. Thermal properties of the heat insulation layer, arbitrary values were used with refer-
ence to the materials examined in the past. Figure 2 shows the thermophysical properties of the 
materials examined in the past studies. For heat loss reduction, volumetric specific heat and thermal 
conductivity are both important, whilst it is still unclear to choose the insulation material to achieve 
the lowest heat loss. Hastelloy and Inconel600 as thermal spray coating on the piston are a kind of 
stainless-steel alloy, which have slightly higher thermal conductivity than SUS316. To investigate the 
effect of both lower thermal conductivity and lower specific heat for significantly lower thermal effu-
sivity, aiming higher surface temperature swing, zirconia (YSZ) coating was also examined. Due to 
the mechanical strength of zirconia coating with binder, we haven’t achieved any certain results with-
out material failure. Therefore, titanium could be an alternative for zirconia with the same thermal 
properties and much material strength. Soot deposit could be the lowest thermal effusivity as an ex-
isting material even though it is very difficult to apply as the insulation layer with artificially controlled 
thickness. In this study, the calculation was performed by changing the specific heat and thermal 
conductivity within the feasible range of Figure 2. 

Table 2. One-dimensional calculation model 

Calculation model Unsteady one-dimensional heat conduction model 
Model size 12 mm thick in total 
Base material SCM435 

Temperature 
Combustion side CR = 27.8:1, 90% load data 
Cooling side 80 deg.C (Same as Lubricant Oil) 

Heat transfer coefficient Combustion: Woschni’s equation, Cooling: Enomoto’s const. 
Thermal conductivity 0.1 – 50 W/m∙K 
Specific heat 0.1×106 – 50×106 J/m3K 
Insulation layer thickness 0.1 – 0.6 mm 

The major boundary condition of the combustion side is the instantaneous working gas temper-
ature, which is analyzed as the thermodynamic average temperature with the experimentally meas-
ured in-cylinder pressure by utilizing the piston without any insulation layers under the parameters; 
compression ratio of 27.8:1, engine inlet coolant and the engine oil temperatures of 80 deg.C. For the 
combustion side heat transfer coefficient, the value obtained from Woschni's equation was used [13]. 
The heat transfer coefficient of the cooling side was determined as the constant value for engine oil 
jet cooling condition from the study by Enomoto, et al. [12] Convective heat transfer of cooling side 
was also calculated by the Newton’s law, of which fluid temperature is 80 deg.C (oil temperature). In 
general, the heat transfer coefficient obtained by Woschni's equation is known as the value which 
does not correctly express the in-cylinder phenomena of the current diesel engines. In this study, 
however, the purpose is only to discuss the material properties effects with simplified conditions, so 
it was not adjusted in the simulation. 

Fig. 2. Thermal properties of various materials for heat insulation 
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The differences in cycle-averaged heat flux for the variation of volume specific heat and thermal 
conductivity (layer thickness of 0.3 mm) were calculated as in Figure 3. In case of the thermal con-
ductivity of about 30 W/(m∙K) or above, there is no difference in heat flux regardless of the difference 
in insulation layer thickness, which is dominated by the thermal conductivity of the base material 
SCM435; 44 W/(m∙K). In the region where thermal conductivity is 30 W/(m∙K) or less, the significant 
difference in heat flux can be observed. Although the effect of specific heat is smaller than the effect 
of thermal conductivity, the calculated heat flux also becomes smaller by the concurrent reduction of 
specific heat with thermal conductivity. Therefore, for the direction to reduce both specific heat and 
thermal conductivity than SCM435, titanium is selected as a TBC material. In addition to its sufficient 
mechanical strength as a thin layer coating on the piston, titanium has the similar thermal properties 
with zirconia. 

Fig. 3. Effect of specific heat and thermal conductivity on ‘cycle-averaged’ heat flux 

However, these thermal properties have sometimes negative effect on indicated work in contra-
diction to the expectation. Figure 4 shows the results of the instantaneous heat flux at the boundary 
between Titanium layer and the substrate and in-depth temperature comparisons with the same cal-
culation. Focusing on the heat flux, the titanium spraying piston has a negative heat flux (indicating 
heat transfer from wall surface to working gas) in early compression stroke and late expansion stroke, 
but the heat flux is much larger than that of the normal (w/o any TBC) piston around TDC. Titanium 
is a material with lower thermal conductivity and specific heat than SCM435 (piston material). Due to 
the small specific heat and thermal conductivity, the magnitude of surface temperature swing tends 
to increase. Nevertheless, instantaneous heat flux at the surface tends to significantly increase 
around TDC regardless of material porosity and/or surface roughness (such models are excluded in 
the calculation). Furthermore, the maximum heat loss timing close to TDC resulted in significant re-
duction of peak in-cylinder pressure and/or indicated work. Increased surface temperature swing only 
intends to reduce convective heat transfer between gas and material, while heat flux through the 
material is also varied by the increased temperature gradient. The actual surface temperature will be 
determined by the equilibrium between these instantaneous heat convection and conduction. As in 
the study by Binder [7], unchanged oscillation of swing even with YSZ having low thermal effusivity 
might be caused by the increased heat conduction. 
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Fig. 4. Comparison of heat flux between normal piston and titanium spraying piston (1D simulation) 

Experimental comparison of the combustion characteristics and the heat balance analysis [14] 
between the normal piston and the titanium spraying piston was shown in Figure 5. The result indi-
cated the higher heat loss of about 0.4 %pt. with the titanium spraying piston. The brake thermal 
efficiency was also 0.2 %pt. lower. Heat release rate of the titanium spraying piston was also de-
creased around 10deg.ATDC. It was concluded that the titanium thermal spraying piston had a larger 
heat loss than the normal piston especially around TDC, resulting in the decreased thermal efficiency 
due to the in-cylinder pressure drop near TDC. 

Fig. 5. Experimental comparison of combustion characteristics and heat balance 
between normal piston and titanium spraying piston 

3.2 New heat loss reduction concept 

Most studies on the heat loss in the cylinder commonly discuss only on the effect of heat con-
duction and/or heat transfer, however, there are few studies on the effect of radiation [15, 16]. In our 
previous study, it is revealed that the accumulation of soot deposit has a significant effect to reduce 
heat loss. We assumed that radiative heat transfer will play an important role of its mechanism [10]. 
If the radiation from luminous flame can be utilized for the active control of the surface temperature, 
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there will be more rooms for the improvement in heat loss during combustion. The mechanism of this 
phenomenon is assumed that the soot deposits on the combustion chamber, at where spray flame 
directly impinged, play important role. That is, soot absorbs the radiation from the luminous flame and 
consequently the local wall surface temperature sufficiently rises before reaching the flame tip to the 
deposits. If soot deposits selectively absorb the radiation from luminous flame by reducing the ab-
sorption at the gas-exposed area, the surface temperature distribution inside the cylinder could be 
extremely heterogeneous. Heat loss at the gas-exposed wall surface by the lower surface tempera-
ture could be compensated by the reduction of the working gas heating, and the heat loss at the soot 
deposit will be reduced. 

To study the heat insulation structure in consideration of radiation, the reflectance of the different 
material coating on the test piece (substrate material was the same as that of the piston) having the 
same surface textures as the evaluated pistons were measured. Table 3 shows the pistons with the 
same surface textures as the measured test pieces. There were four types of pistons that have been 
compared with the baseline piston; simply mirror-polished raw material of the piston, mirror-polished 
stainless-steel layer on the piston, titanium spraying on the piston and zirconia spraying on the piston. 
In addition, a piston coated with thin aluminum layer using PVD method was prototyped as a new 
measure to improve the reflectance. The reflectance was measured for the above mentioned six test 
pieces, the same surface textiles of five heat insulation pistons and the baseline pistons (with Parker-
izing, surface roughness: Ra=1.6 µm). The measurement was carried out in the range of 250-20000 
nm from the ultraviolet region to the far-infrared region.  The results are shown in Figure 6. 

Table 3. Specification of heat insulating test pieces 

Type Coating Roughness; Ra μm Thickness μm 
Baseline Parkerizing 1.6 1-6
Baseline (Polished) None <0.1 - 
SUS thermal spray SUS316 HVOF <0.1 300 
Titanium thermal spray Ti APS <1.0 300 
Zirconia thermal spray 8YSZ APS <6.0 300 
Aluminum coating Al PVD <0.1 3-5

Fig. 6. Measured reflectance of six test pieces from UV: Ultraviolet to IR: Infrared 
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Since the wide range of 200 nm-25000 nm is measured by two measuring instruments with 
different measurement ranges (from ultraviolet to near infrared and far infrared), some results are 
shown by the discontinuity lines between the wavelength of 2000 and 2500 [nm] (overlapped region).  
This is due to the characteristics of the measuring instruments, but since the purpose of this meas-
urement is to confirm the relative value of the reflectance over a wide range, no correction is per-
formed.  The reflectance of the standard piston with Parkerizing was about 10% to 20% over a wide 
range from the ultraviolet region to the far infrared region, whereas the reflectance of the heat insula-
tion structures, the mirror-polished piston and the stainless-steel spraying mirror-polished piston, 
have almost the same value and higher than the standard piston, and the zirconia or titanium spraying 
pistons are both lower than the mirror-polished piston and the stainless-steel spraying piston.  In 
comparison with these pistons the aluminum PVD coated piston indicated higher reflectance than any 
of the heat-insulation structure pistons.  In particular, the reflectance in the near infrared region, which 
is known to have high spectral radiance from the luminous flame according to Planck's law, was about 
80%.  Therefore, an experiment using the new heat insulation structure minimizing the radiative heat 
transfer by the aluminum coating was then carried out. 

In case of considering radiative heat transfer reduction, increase in the reflectance only on the 
piston crown side may not be so effective, because radiation could be absorbed elsewhere except 
for the piston surface, e.g., the fire deck of the cylinder head, valve surfaces. Therefore, two cases 
were examined (compared with the non-coat condition); one is aluminum coating only on the piston 
surface, the other is aluminum coating on both piston and cylinder head (exclude mirror polished 
valve surface). The heat balance analysis results for various excess air ratio under middle and high 
load conditions are shown in Figure 7. 

Fig. 7. Heat balance comparison between non-coat, piston only Al PVD coat, and piston & head Al PVD coat 
for excess air ratio (λ) variation under middle (fuel quantity of 120 mm3/st) and high (240 mm3/st) load conditions 

(compression ratio: 27.8:1) 

The engine experimental result indicates the significant improvement in heat loss and indicated 
thermal efficiency (ITE) with the aluminum coating piston and cylinder head especially at high load 
condition as show in the heat balance of Figure 7. The engine experiments revealed more remarkable 
characteristics of the aluminum coating on soot deposit. The baseline and TBC coating (except for 
aluminum) pistons, soot deposits tend to be firmly seized on the surface by the elevated local surface 
temperature of the base material, whereas soot deposit on the aluminum coating piston was easily 
wiped after running the engine under the same operating conditions. It means that the local surface 
temperature of aluminum coating contacted with the soot deposit could be relatively low in compari-
son with other baseline and TBC pistons. Thermal penetration depth of soot deposit will be about 1.0 
mm based on the Nishiwaki’s data [17], which is far larger than actual soot deposit layer thickness (∼
10 μm @ 1000 rpm). That is, instantaneous and large input of heat at the soot surface will be trans-
ferred to the lower layer without any effective attenuation. Since the spatial flame distribution should 
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not be significantly changed by the coating, local heat flux at the soot deposit will be the same. The 
hypothesis for the phenomenon is that the aluminum coating just below the soot deposit can swiftly 
spread heat not only in-depth but rather along the thin layer to the gas-exposed area adjoining the 
deposit. Therefore, heat convection at the gas-exposed area could be reduced around TDC by the 
indirect heat conducting along the aluminum coating. It is concluded that the phenomenon cannot be 
analyzed by the unsteady one-dimensional heat conduction model. Therefore, we should investigate 
the effect of surface temperature variation with the specific heat insulation structure from both heat 
convection (between gas and surface) and heat conduction (two or three dimensional, through solid 
body) viewpoints. This hypothesis is added to the initial intention of the high reflectance material 
coating, namely heat loss around TDC was significantly improved by the more homogenous surface 
temperature distribution. Furthermore, absolute surface temperature difference between piston, valve 
surfaces and fire deck of cylinder head should also be taken into consideration for the homogeneous 
surface temperature distribution. 

Fig. 8. Comparison of combustion characteristics between non-coat (Normal) piston 
and aluminum coating only on piston surface 

Figure 8 compares the combustion characteristics between non-coat and aluminum coating only 
on the piston. As can be seen in around 12 deg. ATDC (around when the radiative intensity from 
luminous flame will be the highest), ROHR for aluminum coating was increased, which is supposed 
the reduced radiative heat loss. Furthermore, from the end of compression stroke, in-cylinder pres-
sure was higher for aluminum coating piston, which is supposed the reduced heat convection with 
more homogeneous surface temperature distribution. 

4. Another measure for homogenous surface temperature distribution
Conventional diesel combustion with a center mounted injector has an issue of the air utilization 

in the cylinder, especially in a higher compression ratio with larger bore size engines. On one hand, if 
the cavity diameter is reduced, dead volume is increased and cylinder circumference air could not be 
effectively utilized for the combustion, resulting in the cooler surface temperature of the wide squish 
area. On the other hand, if the cavity diameter is increased with significant shallow aspect ratio, most 
combustion is occurred close to cavity peripheral edge and mixing-controlled late combustion is gener-
ally retained there in the expansion stroke, resulting in the cooler surface temperature of the cavity 
center and the bottom of cavity. In both cases, surface temperature distribution (at least for a piston) 

−30 −20 −10 0 10 20 30
0
5

10
15
20
25
30
35 0

200

400

600

800

Crank Angle [deg.ATDC]

C
yl

in
de

r P
re

ss
ur

e 
[M

Pa
]

R
O

H
R

 [J
/d

eg
.C

A]

Normal
Aluminium−Coating

Ne=1006[rpm], Q=240[mm3/st]
=2.5[−], EGR=0[%]
PInj.=200[MPa], CR=27.8[−]
SOC=1.5[deg.ATDC]

275



In-cylinder heat loss reduction by a novel piston insulation structure and a novel nozzle orifice 

could become to be heterogeneous, which is closely related to the spatial flame distribution and could 
be a major cause of heat loss. Although aluminum PVD coating could have a potential to reduce heter-
ogeneity of surface temperature as discussed above, it is not enough for further heat loss reduction 
especially in lower load condition as shown in Figure 7. To solve it more aggressively, we must find 
different spatial diffusion flame distribution to occupy much areas in the cylinder for more homogeneous 
surface temperature distribution. However, only with the conventional injection nozzle and/or conven-
tional cavity design, it could be difficult to control the flame distribution more uniformly in the combustion 
chamber.  

4.1 Offset orifice nozzle design and flame observation 

Ewphun et al. [11] intended to ‘improve mixture formation and shorten spray penetration’ by 
drilling the orifice tangential to the nozzle sac diameter with counter bore to keep the orifice length of 
the offset orifice nozzle as that of baseline nozzle. In this study, we also intend to improve mixture 
formation especially upstream the spray to achieve faster and much space consumed flame for ho-
mogeneous surface temperature distribution. In addition, asymmetrical spray growth was anticipated 
by the different orifice length to diameter ratio without counter bore machining. By selecting the orifice 
direction against the swirl, improved air entrainment into the spray could be possible. Table 4 com-
pares the orifice design of the offset orifice nozzle with that of the radial orifice nozzle. Both nozzle 
flow rates are 2500 cc/min, about 40 % higher than the baseline nozzle listed in Table 1. 

Table 4. Specification of utilized nozzle 

It is recognized in the preliminary test that flow coefficient of the offset orifice nozzle is signifi-
cantly lower than radial orifice nozzle with the same orifice diameter. Therefore, the diameter of the 
offset orifice nozzle was designed to be the same flow rate as the radial orifice nozzle after the same 
treatment by the abrasive grinding. 

As can be seen in the bottom-view combustion observation of Figure 9, anticipated spray asym-
metry was not clearly observed, however, luminous flames extended upstream the spray with wider 
cone angle resulting in the much area occupied flame distribution, whilst no significant flame interfer-
ence with adjoined sprays was observed. Even though the luminous flame approaches closer to the 
nozzle orifice, apparent heat release rate (AHRR) as shown in the upper graph in Figure 9 was sig-
nificantly increased around 9 deg. ATDC resulting in the early disappearance of luminosity. That is, 
the upstream spray with the offset orifice nozzle was well diluted than that of the radial orifice nozzle 
even with the wider orifice diameter. This figure also suggested that the spray flame penetration of 
the offset orifice nozzle could be weaker than radial orifice nozzle, which is assumed by the flame 
images and apparent heat release rate from 2.0 to 4.0 deg. ATDC.  

SpecificationItem

2500cc/minFlow rate

Φ0.268 x 8 -156°Φ0.223 x 8 -156°Nozzle tip

Offset orificeHigh flow radial orifice

Geometry

View

Swirl flow
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Fig. 9. Combustion visualization of offset orifice nozzle and high flow radial orifice nozzle 

4.2 Metal engine performance of offset orifice nozzle 

Since compression ratio of the bottom view engine is only 18:1 (limited up to medium load con-
dition), the combustion characteristics’ robustness of the offset orifice nozzle was examined by the 
metal engine with compression ratio of 27.8:1 (toroidal type cavity) under middle and high load con-
ditions. As shown in Figure 10, ROHR was very similar with that of the upper diagram in Figure 9 
(pancake cavity), suppressed initial heat release and enhanced late part of heat release with the 
offset orifice nozzle. 

Fig. 10. Comparison of combustion characteristics between radial orifice nozzle and offset orifice nozzle 
@ high load condition 
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In-cylinder heat loss reduction by a novel piston insulation structure and a novel nozzle orifice 

Fig. 11. Effect of offset orifice nozzle on energy balance for middle (left) and high (right) load conditions 
with 27.8:1 of compression ratio for various excess air ratio (Lambda) 

It should be noted that the differences in energy balance under medium and high load conditions 
with the compression ratio of 27.8:1 were much more significant than the aluminum PVD coating as 
shown in Figure 11. Heat loss was significantly reduced in any cases, which could be a main cause 
of ITE improvement even though the degree of constant volume combustion was slightly reduced 
(which is confirmed with the change of ROHR profile). It corresponds with the optimum ROHR profile 
effect, which has been discussed in our study [18]. 

Although it has been still a hypothesis without any concrete temperature and/or heat flux meas-
urement data, the cause of heat loss reduction by utilizing the offset orifice nozzle could correspond 
with that by the aluminum PVD coating. Namely, much homogeneity of the surface temperature dis-
tribution. The effect of the offset orifice nozzle has been also experimentally confirmed even with 
lower compression ratios and/or different cavity shapes, so far. We will measure the instantaneous 
and local surface temperature variation at several different points on the piston surface to confirm this 
hypothesis as the next study. 

Conclusions 
For the further improvement in thermal efficiency of diesel engines, significant heat loss reduc-

tion should be essential under wide operating range, especially high load conditions. Many heat insula-
tion coating techniques mainly on the piston surface have been studied aiming to increase surface tem-
perature swing to reduce convective heat transfer, however, the reduction of heat loss was usually very 
limited or sometimes negative.  

By means of the unsteady one-dimensional heat loss calculation, it is revealed that the instan-
taneous heat flux around TDC is rather increased with the application of high temperature swing (low 
thermal effusivity) materials. Therefore, we switched the focus on the utilization of radiative heat transfer 
not only on the piston but on the fire deck of the cylinder head to reduce heat loss. It is experimentally 
confirmed that aluminum PVD coating on both surfaces has the potential to improve heat loss and indi-
cated thermal efficiency simultaneously. Furthermore, from the soot deposit observation, it is assumed 
that this coating also has a function to homogenize the surface temperature distribution. This assump-
tion contradicts the wall temperature control concept which is widely acknowledged as the heat insula-
tion measure with increased surface temperature swing.  

As the other aspect of technique to much homogenize the surface temperature distribution, the 
offset orifice nozzle was proposed. From the spray flame observation, the offset orifice nozzle can 
achieve wider area consuming flame cluster with a little less penetration. It could result in more 
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homogeneous surface temperature distribution. Experimental results by energy balance analysis con-
firmed significant decrease in heat loss and increase in ITE for a wider operating range as expected. 
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Abstract. The control of the thermal management system has a key impact on efficiency and lifetime of 
battery electric vehicles (BEV). Within the BEV thermal management, the electrically powered heating, 
ventilation and air conditioning (HVAC) components represent the second largest electricity consumer 
after the electric powertrain. For investigations on an overall system level, a full vehicle co-simulation of 
a BEV is developed, combining 1D thermal management software KULI and MATLAB/Simulink. In ve-
hicle cabin simulation, a model-in-the loop (MIL) approach is integrated for intelligent HVAC control to 
resolve the trade-off between efficiency and dynamics.  

The KULI model accurately reproduces the entire air path of cabin air conditioning by modeling the fans 
and heat exchangers based on experimentally measured characteristic curves as well as by modeling 
the cabin by using a 3D CFD-supported 1D multi-zone cabin model. The overall HVAC system air path 
is then coupled with this 3D-CFD/1D cabin model based on the setup in a real vehicle. The HVAC 
system is controlled by applying a MIL concept, where MATLAB/Simulink models are implemented to 
control KULI HVAC components. This results in an advanced model-based control system concept with 
continuous exchange of actuator and sensor signals across the data exchange interfaces and enables 
a comprehensive investigation of the thermal state of the airflow in the HVAC air path. 

HVAC controls implemented by OEMs and suppliers are generally based on empirical data and param-
eterized characteristic curves. In this co-simulation, thermodynamic correlations are developed from 
system analyses to provide in-depth expertise of the thermal behavior of cabin and air path components. 
The derived differential equations for thermal behavior mapping are then implemented in a model-based 
feedforward control system. Based on that, a comprehensive cascaded control of cabin air conditioning 
with multiple levels considering different target parameters is developed. The analytical models based 
on thermodynamic correlations enable a fast dynamic response, while feedback loops compensate dis-
turbances and model uncertainties. This concept provides the maximum degrees of freedom in the sim-
ulation, enabling the optimal control of heating and cooling power regarding efficiency and dynamics to 
ensure thermal comfort. 

Formula Symbols 

𝐴 m2 Area 

𝑐𝑝 J/(kg K) Specific heat capacity at 𝑝 = 𝑐𝑜𝑛𝑠𝑡.
𝐶𝐷 - Drag coefficient 

𝐶𝑝 - Pressure coefficient 

𝑒 (kW h)/(100 km) Average electric energy consumption 

𝐸𝐵𝑎𝑡𝑡  kW h  Battery capacity 

ℎ J/kg Specific enthalpy 

𝐻̇ kW Enthalpy flow rate

𝐼 W/m2  Intensity of solar radiation 
𝑘 W/(m2 K) Overall heat transition coefficient 

𝑚 kg Mass 

𝑚̇ kg/s Mass flow rate 

𝑛 min-1  Speed 
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𝑁 - Number of tube rows 
𝑁𝑢 - Nusselt number 

𝑝 bar, Pa Pressure 

𝑃 kW Power 

𝑄̇ kW Heat flow rate

𝑟0 J/kg Specific heat of evaporation of water at 𝑡 = 0 °𝐶 
𝑅𝑒 - Reynolds number 

𝑡 °C Celsius temperature 
𝑇 K Thermodynamic temperature 

𝑈 kJ Internal energy

𝑈𝐴 W/(m2 K) Overall heat transition coefficient 

𝑊 kW/K Heat capacity flow

𝑥 % Energy consumption share
𝑥 - Vapor quantity 

𝑥𝑟𝑒𝑐 % Recirculation air ratio 

𝛼 W/(m2 K) Convective heat transfer coefficient

𝛼 ° Torsion angle

𝜁 - Pressure loss coefficient 

𝜏 s Time
𝜏 - Transmission coefficient 

𝜑 - Dimensionless flow coefficient 

𝜑 % Relative humidity 

𝜙 - Heat exchanger operating characteristic

𝛷 kW Heat flow per person 
𝜓 - Dimensionless pressure coefficient

𝛹𝑝 - Number of passengers

𝛺 kg/s Water vapor emission per person 

Indices and Abbreviations 

1D One-dimensional 
3D Three-dimensional 
amb Ambience 
auxcon Auxiliary consumers 

avg Average value 
A Actuator 
AC Air conditioning 
AFLAP  Air-side flap 
AHA Air-side auxiliary heater 
ARES Area resistance 
batt Battery 

BEV Battery Electric Vehicle 
BIR Built-in resistance 
Body Car body 
cold Cold air path 
const Constant 
c Control share 
condi Conditioning share 
C Controller 

CAB Vehicle cabin 
CCR Conduction, convection, radiation 
CFD Computational Fluid Dynamics 
CND Condenser 
COP Coefficient of Performance 

CP Pressure coefficient 
d Disturbance variable or signal 
drive Driving share 
duc Air ducts 

D Water vapor 
e Control deviation, error signal 
el Electrical 
elec Electrical 
emot Electric powertrain 
evp Evaporator 
E End of driving cycle 

ECU Electronic control unit 
EM Electric motor 
EVP Evaporator 
flap Temperature mixing flap 
f Feedforward share 
F Cross-section; feedforward 
FCEV Fuel Cell Electric Vehicle 
heatex Heat exchanger 

hvac Heating, Ventilation and Air Con-
ditioning 

HE Heat exchanger 
HIL Hardware-in-the-Loop 
HU Heating unit 
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HVAC Heating, Ventilation and Air Con-
ditioning 

i Summation index 
in Transferred into the system 
init Initialization 
I Air inside cabin; inner media 

ICEV Internal Combustion Engine Ve-
hicle 

Int Vehicle interior 
loss Thermal losses 
ln Logarithmic 
L Dry air 
MAD Mean absolute deviation 
MIL Model-in-the-Loop 

NFAN Variable speed fan 
NTU Number of Transfer Units 
out Transferred out of the system 
O Outer media; surface 
OEM Original Equipment Manufac-

turer 
p Parallel; passengers; peak  

proj Projecting 
P Passengers; process 
PM Point mass 

rec Recirculation 
Resp Respiration 
RWD Rear-wheel drive 
s Serial 
sim Simulation 
stat Static 

steady Steady-state 
S Solar 
test Testing procedure 
total Total or required value 
TUB Tube 
u Actuating variable or signal 
veh Vehicle 
VTMS Vehicle Thermal Management 

System 
w Target variable or signal 
warm Warm air path 
WLTC Worldwide Harmonized Light-

duty vehicles Test Cycle 
WLTP Worldwide Harmonized Light-

duty vehicles Test Procedure 

y Control variable, feedback signal 
Z Actual state variables or signals 
(1+x) Related to dry air

1. Introduction
In general, improvements in the development of battery electric vehicles are strongly associated with 

the optimization of the vehicle's thermal management system (VTMS). As the largest system auxiliary 
energy consumer in BEV, thermal management has a significant impact on achieving the contradictory 
objectives of dynamically conditioning vehicle components while minimizing energy consumption and 
maximizing driving range. Regarding cabin air conditioning, demand-based control of heating and cool-
ing performance is particularly important in BEV due to the missing waste heat from the internal com-
bustion engine. Optimizing complex thermal management architectures requires a holistic approach due 
to the numerous interfaces between cooling circuits and air paths. By using a combination of advanced 
simulation methods, it is possible to optimize multiple target parameters, such as dynamic conditioning 
and efficiency, for both overall vehicle and subsystem level investigations. 

Research activities at the institute involve the development of a co-simulation environment to inves-
tigate the thermal management system of a state-of-the-art battery electric vehicle. This environment 
integrates comprehensive component-level modeling and simulation technologies in combination with 
an overall vehicle approach. The application of advanced cabin and battery simulation methodologies, 
together with highly sophisticated modeling techniques, are used to achieve this. The overall simulation 
architecture, including the model interfaces, has already been described in detail in [1]. In addition, the 
battery cooling system is described in depth in [1] with investigations on pack and single cell level in-
cluding the extension by the use of a hardware-in-the loop (HIL) concept. The development of an inno-
vative automatic HVAC (heating, ventilation and air conditioning) control system and its integration into 
the overall vehicle simulation are justified by the fact that the ongoing optimization of energy consump-
tion and durability of BEV makes it necessary to consider the cabin air conditioning system in a very 
detailed manner. This is because the electrically operated components of the HVAC system account for 
the largest individual auxiliary consumer after the electric powertrain [2]. A precise understanding of the 
overall system and its control devices is required in order to accurately determine the power demands 
for dynamic and steady-state heating and cooling processes as well as to provide these through the 
components in the HVAC air path. By modeling the fans and heat exchangers based on experimental 
characteristics, as well as by representing the passenger compartment using a 3D CFD-supported 1D 
multi-zone model, the KULI simulation provides an accurate replication of the overall air path of the 
HVAC system. The combination of 3D CFD and 1D simulation has proven to accurately predict the 
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thermal behavior of the vehicle cabin in [3]. Within the investigations in [3], the vehicle cabin was mod-
eled only in interaction with the refrigerant circuit, with no consideration of the other HVAC system com-
ponents. In contrast, this modeling and simulation methodology couples the complete air path of the 
cabin air conditioning system with the 3D CFD-assisted 1D cabin model utilizing the setup in a real 
vehicle. The control of the HVAC system is based on a model-in-the-loop (MIL) technique, with imple-
mentation of mathematical-physical MATLAB/Simulink models to control KULI HVAC air path compo-
nents. The controller-plant coupling principle and its benefits have been described in [4], but the model-
ing of the controller and the plant has not been discussed in detail. This MIL-based co-simulation 
provides an advanced model-based control framework enabling a comprehensive analysis of the ther-
mal state of the airstream in the HVAC air path. Automatic HVAC system control uses a multi-level 
cascaded control design which was developed on the basis of the work in [5]. As [5] also states, common 
HVAC controls developed by automotive OEMs and suppliers use empirical values and parameterized 
characteristics not available in the public domain. This co-simulation, however, provides thermodynamic 
equations derived from system analyses to gain extensive knowledge of the thermal behavior of the 
passenger compartment and HVAC components. In case of the vehicle cabin as a thermodynamic sys-
tem, a linear coupled differential equation system is formed. Subsequently, these differential equations 
are integrated into a model-based feedforward control system. Previously, such a control system was 
applied in [6] for temperature control of a coolant conditioning system, however, only with a single control 
loop. In this research, a comprehensive multi-level cascaded control of an automotive cabin air condi-
tioning system with different target parameters is designed. Within the overall co-simulation framework, 
this very precise HVAC modeling and simulation methodology allows the optimal control of the heating 
and cooling power, also considering potential heat exchange with other fluid circuits. 

The present work is structured in such a way that, starting from the overall vehicle thermal manage-
ment, the cabin air conditioning system is described with a detailed analysis of the vehicle cabin and the 
HVAC system components. The main focus is on the model-based automatic HVAC control using a MIL 
concept. The paper first introduces the thermal management system of the BEV under investigation. 
Here, the architecture of the integral thermal management system is shown. Subsequently, the system-
level view is followed by a detailed component-level view of the vehicle's cabin air conditioning system. 
As the largest individual auxiliary consumer of electrical energy in the BEV, the HVAC system is dis-
cussed in an in-depth modeling and simulation perspective. The thermal modeling of cabin and HVAC 
components in KULI as well as the development of the model-based control system for automatic HVAC 
control in MATLAB/Simulink are explained in detail. Finally, the results of the full vehicle co-simulation 
are provided for a representative driving cycle. Results prove the functionality of the model-based HVAC 
control during a transient cooldown process, focusing on the control of the air duct outlet temperature 
via the heat flows in the heat exchanger and the electric resistance heater. The additional results ad-
dress the energy consumption shares of the individual electrical energy consumers in the overall vehicle, 
as well as the impact of the ambient temperature on the average energy consumption and the average 
power demand of the HVAC components in the BEV. 

2. Vehicle Thermal Management System Simulation

2.1. Vehicle under Investigation 
In order to better illustrate the results described in the course of this research, a general overview of 

the vehicle investigated in this simulation is provided. The vehicle parameters are basically derived from 
the BEV Tesla Model 3 Long Range RWD of model year 2018. With respect to cabin air conditioning, 
this vehicle is equipped with an air-side controlled HVAC unit. The traction battery is made up of a total 
of 4416 cylindrical battery cells of type 21700. Parallel arrangement of the cells in so-called bricks (46p) 
and subsequent serial connection in the modules (two modules in 23s and two in 25s arrangement) 
result in the battery pack with the configuration 46p96s. Some data based on [1] are shown in Table 1. 

Table 1. Excerpt of considered vehicle parameters, based on [1] 

Parameter Symbol Unit Value 
Curb weight 𝑚𝑣𝑒ℎ  kg 1726 
Drag coefficient 𝐶𝐷 - 0.23 
Cross-sectional area 𝐴𝐹 m2 2.22 
Motor power (peak) 𝑃𝐸𝑀 ,𝑝 kW 239 
Battery capacity 𝐸𝐵𝑎𝑡𝑡  kW h 75 
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2.2. Analyzed Thermal Management System Architecture 

Fig. 1 illustrates the design of the analyzed thermal management system. A dedicated coolant circuit 
is used for high-voltage battery conditioning. While an electric coolant heater enables rapid heat-up of 
the battery cells, a plate heat exchanger (chiller) transfers excess heat to the refrigerant circuit for cool-
ing purposes. The electric motor is primarily cooled via an oil circuit; subsequently the dissipated heat 
of the motor is transferred to the dedicated motor coolant circuit via an oil-to-coolant heat exchanger. 
For the purpose of waste heat utilization, the heat losses from the electric powertrain can be transferred 
to the air flow in the HVAC unit via the water-to-air heat exchanger. Another method of recovering waste 
heat and thus increasing the energy efficiency of the entire vehicle is to couple the coolant circuits of 
the battery and motor via the 5/2-way valve. In the air-side controlled HVAC unit, the inflowing air from 
ambient and cabin recirculation is first dehumidified and/or cooled in the evaporator and then reheated 
to the desired air vent outlet temperature by controlling the temperature mixing flaps. Heat is dissipated 
at the vehicle front by the motor cooling circuit radiator as well as the refrigerant circuit condenser. [1] 

Fig. 1. Analyzed thermal management system architecture, based on [1]

3. Modeling and Simulation of the HVAC System

3.1. Transient Power Demands of Cabin Air Conditioning 
The HVAC system is the largest auxiliary consumer of electrical energy in the battery electric vehicle, 

second only to the electric powertrain [2]. An automatic air conditioning control system must be designed 
and optimized with the objective to achieve a trade-off between energy efficiency and dynamics in order 
to ensure thermal comfort [5]. 

The energy efficiency of the entire vehicle can be increased by optimizing the interactions between 
the HVAC system and the refrigerant circuit and the coolant circuit of the electric motor and power 
electronics via the evaporator and the water-to-air heat exchanger. 

How the dynamic heating and cooling power demands for the cabin are calculated and how these 
components are controlled on demand plays a decisive role in reducing the electrical energy consump-
tion of HVAC components such as fans, the refrigerant compressor and electrical heating devices. This 
makes it necessary to accurately model the cabin and the HVAC air path. 
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3.2. Cabin Thermal Behavior and Modeling 

3.2.1. Thermal Behavior 

The thermal state of the cabin is defined by the combined thermal impacts from the environment, the 
passengers and the air conditioning system. These impacts are illustrated in Fig. 2. The air conditioning 
system has to ensure and maintain thermal comfort through sufficient dynamic control, regardless of the 
environmental conditions, by balancing the effects of the other impacts mentioned [5]. 

Fig. 2. Thermal impacts on the vehicle cabin 

The heat and enthalpy flows entering and exiting the cabin must be considered in a cabin model to 
determine the thermal state of the cabin air volume and estimate the heating and cooling power de-
mands on the air conditioning system. An energy balance in the form of the first law of thermodynamics 
provides the correlations, i.e., that the change in the internal energy of the cabin air over time 𝑑𝑈𝐼

𝑑𝜏
 is 

equal to the sum of the entering and exiting enthalpy flows ∑(𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 ), heat flows exchanged with 
the car body 𝑄̇𝐵𝑜𝑑𝑦 , heat flows exchanged with the interior 𝑄̇𝐼𝑛𝑡, heat flows entering due to solar radiation 
𝑄̇𝑆, heat flows transferred from the passengers by conduction, convection and radiation 𝑄̇𝑃,𝐶𝐶𝑅 and the 
enthalpy flows transferred from the passengers by respiration 𝐻̇𝑃 ,𝑅𝑒𝑠𝑝. According to [5], ensuring this 
balance results in the following equation. 

∑ (𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 ) + 𝑄̇𝐵𝑜𝑑𝑦 + 𝑄̇𝐼𝑛𝑡 + 𝑄̇𝑆 + 𝑄̇𝑃,𝐶𝐶𝑅 + 𝐻̇𝑃 ,𝑅𝑒𝑠𝑝 =
𝑑𝑈𝐼

𝑑𝜏
 (1) 

3.2.2. Cabin Modeling 

In order to simulate the thermal behavior of the cabin resulting from these balanced heat and enthalpy 
flows, an extended multi-zone cabin model is used in the 1D thermal management simulation software 
KULI. This model integrates predefined vehicle-specific flow field data from the 3D CFD simulation, 
allowing the estimation of mass flows and diffusion in the vehicle cabin [3] [7]. This approach allows 
local effects in the cabin to be mapped with high accuracy due to the availability of 3D CFD data and 
the low amount of computation time required due to the 1D modeling. 

The cabin of the considered vehicle was modeled in KULI as a three-row cabin using the multi-zone 
cabin model [3] [7]. Fig. 3 shows the general parameters for this model in KULI. In order to consider the 
influence of the passengers on the cabin air via the terms 𝑄̇𝑃,𝐶𝐶𝑅 and 𝐻̇𝑃,𝑅𝑒𝑠𝑝 , parameters related to heat 
and water vapor emissions from humans as reported in [8] are included. Another factor is the proportion 
of recirculated air, which is relevant for determining the distribution of the entering and exiting enthalpy 
flows ∑(𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 ). To calculate 𝑄̇𝑆, data on the intensity of solar radiation are needed. Furthermore, 
the geometric data for the cabin were estimated to discretize this space into a total of 36 sub-volumes, 
see Fig. 4. This number of sub-volumes results from a grid of 4 cells in x-direction, 3 cells in y-direction 
and 3 cells in z-direction. Using this grid, the heat propagation within the cabin is calculated, with the 
coefficients for convection and diffusion being derived from CFD calculations. In this way, temperature 
and humidity of each individual zone are determined. Detailed information about the interior boundary 
walls was implemented to calculate 𝑄̇𝐵𝑜𝑑𝑦  and 𝑄̇𝐼𝑛𝑡  and further specify 𝑄̇𝑆, as shown in Fig. 5. Bordering 
components include the doors, roof, floor, windows, seats and dashboard. Relevant parameters for 
these include geometric data for their multilayer structure, absorption and emission coefficients, and 
thermal parameters, such as thermal conductivities and heat capacities. 
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Fig. 3. General parameters of the KULI extended cabin model (image extracted from KULI) 

Fig. 4. Geometric properties of a multi-zone cabin (image extracted from KULI) 

Fig. 5. Wall properties of interior boundary walls (image extracted from KULI) 

3.3. HVAC System Layout and Modeling 

3.3.1. HVAC System Layout 

The main functions of the air conditioning system are to control the temperature and dehumidify the 
air mass flow as well as to distribute it within the vehicle cabin. A general distinction is made between 
the water-side and air-side controlled air conditioning systems. According to [9], air-side controlled sys-
tems are currently the most common. The schematic structure of such a system is shown in Fig. 6. 
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Fig. 6. Components of an air-side controlled air conditioning unit 

First, fresh air and recirculated air from the cabin are diverted into the system and mixed by a fan, 
depending on the portion of recirculated air. In the evaporator, the air flow transfers heat to the refriger-
ant circuit to either cool or dehumidify it as required, whereby condensed water can be separated. Con-
trolled refrigerant compressors adjust the evaporator exit temperature to cool the air on demand in an 
energy efficient way. The air flow is then divided to allow one part to pass through a bypass and the 
other part to pass through the heating devices. The ratio of these air flows can be adjusted by continu-
ously controlling the temperature mixing flap(s). The air heating process in the warm path is basically 
performed by a water-to-air heat exchanger; i.e., the heat is transferred from the coolant flow of the 
motor conditioning circuit to the air stream. Here, the motor coolant mass flow through the heat ex-
changer is independent of the thermal properties of the air. Since the amount of heat dissipated from 
the powertrain in battery electric vehicles is significantly lower than that in internal combustion engine 
vehicles (ICEV), an electrical high-voltage heater is also integrated to improve the dynamics (e.g., at 
low ambient temperatures) [5] [9]. In general, this electrically provided heating power in the high-voltage 
heater should be minimized to optimize energy efficiency. Cold and warm air are then directed through 
the ducts so that the specific mixing action results in the desired (i.e., regarding the cabin climate) tem-
perature layering between the foot area, air ducts and windows [5]. 

Different approaches can be taken to model and parameterize the individual components of the air-
side controlled air conditioning unit in KULI. These approaches are described in more detail below. Fig. 
7 shows the overall modelling of the air path in the KULI fluid circuits window. The individual components 
are initially inserted as blocks and then parameterized via data files. Fig. 8, on the other hand, displays 
the visualization of the air path in the KULI air side window. Here, the components are first intercon-
nected by the user via nodes and then illustrated three-dimensionally for a better overview. 

Fig. 7. HVAC air path of the air-side controlled air conditioning unit in the KULI fluid circuits window (image ex-
tracted from KULI) 
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Fig. 8. HVAC air path and cooling air path in the KULI air-side window (image extracted from KULI) 

3.3.2. Air Inlet and Outlet 

The pressure loss of fresh air flowing into the water box is mapped by a Pressure coefficient block, 
while the pressure loss of exhaust air flowing out of the cabin is modeled with a Built-in Resistance block 
[3]. The blocks are labeled 1CP and 1BIR in Fig. 7. The Pressure coefficient block is parameterized with 
a constant dimensionless pressure coefficient 𝐶𝑝, for which reference values can be found in [10]. The 
pressure loss of the Built-in Resistance block is calculated using a quadratic function of the air flow. 

3.3.3. Fan 

Characteristic curves from experimental measurements are used to parameterize the variable speed 
fan [10]. These map the curves of pressure difference Δ𝑝 and electrical power consumption 𝑃𝑒𝑙  as a 
function of fan speed 𝑛 and air mass flow 𝑚̇. Both parameters are further transformed into the dimen-
sionless pressure coefficient 𝜓 and dimensionless flow coefficient 𝜑 to extend the measured fan char-
acteristics to other speeds and geometries [11]. The fan is represented in Fig. 7 by the block 1NFAN. 

3.3.4. Water-to-Air Heat Exchanger 

The heat exchanger (1HE in Fig. 7) is designed as a cross-flow heat exchanger. For electric motor 
and power electronics conditioning, the coolant flow of the circuit flows through it on the inner side, and 
the air flow in the air conditioning unit represents the outer medium. The parameterization of the heat 
exchanger in KULI is basically done with experimentally determined characteristic curves, which are 
used to map the pressure losses ∆𝑝 of the inner and outer media as a function of the respective mass 
flow 𝑚̇𝐼 or 𝑚̇𝑂. Performance curves are also required to determine the exchanged heat flow 𝑄̇ between 
the inner and outer media as a function of the mass flows 𝑚̇𝐼 and 𝑚̇𝑂, as well as for a given entry tem-
perature difference 𝐸𝑇𝐷 for the media. However, these curves are only valid for the measured configu-
ration, which has a certain heat exchanger area and certain media inlet temperatures. In order to extend 
the performance curves to other conditions, the dimensioned curves with 𝑄̇ = 𝑓(𝑚̇𝐼, 𝑚̇𝑂) are converted
to dimensionless curves with 𝑁𝑢 = 𝑓(𝑅𝑒𝐼, 𝑅𝑒𝑂). Subsequently, the operating-characteristic NTU method
according to [3], [10] and [12] is used in KULI, where the exchanged heat flow can also be calculated 
for conditions deviating from the measurement conditions by assuming the following relationship: 

𝑄̇ = 𝑚𝑖𝑛(𝑊𝐼 , 𝑊𝑂 ) ∙ 𝐸𝑇𝐷 ∙ 𝜙 (2) 

Here, 𝑊𝐼 = 𝑚̇𝐼𝑐𝑝,𝐼 and 𝑊𝑂 = 𝑚̇𝑂𝑐𝑝,𝑂 are the heat capacity flows, and 𝐸𝑇𝐷 = (𝑇𝐼,𝑖𝑛 − 𝑇𝑂,𝑖𝑛) is the entry 
temperature difference between coolant and air. The operating characteristic 𝜙 = 𝑓(𝑈𝐴, 𝑊𝐼 , 𝑊𝑂 , 𝐴𝑂 , 𝑁)
is a dimensionless quantity to describe the efficiency of the heat exchanger. It depends on the overall 
heat transition coefficient 𝑈𝐴, the heat exchanger surface area 𝐴𝑂, and the number of tube rows 𝑁. A 
maximum value of 1 is achieved, if the temperatures of outflowing air and inflowing coolant are equal. 

To calculate the exchanged heat flow at the current operating point, the Nusselt number 𝑁𝑢 =
𝑓(𝑅𝑒𝐼, 𝑅𝑒𝑂) with 𝑅𝑒𝐼, 𝑅𝑒𝑂 = 𝑓(𝑚̇𝐼, 𝑇𝐼,𝑖𝑛, 𝑚̇𝑂 , 𝑇𝑂,𝑖𝑛) is first derived from the dimensionless map. Once 𝑁𝑢 is
known, the heat transfer coefficient 𝑈𝐴 can be defined, allowing the calculation of the operating charac-
teristic 𝜙 as described. 𝑄̇ can then be determined from Equation (2). 
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3.3.5. Evaporator 

In general, the refrigerant circuit in KULI can be modeled using a dedicated component library in the 
KULI HVAC extension. In order to calculate the mass flow as well as the thermal conditions within the 
closed refrigerant circuit consisting of evaporator, plate heat exchanger, compressor, condenser and 
expansion valve, equilibrium conditions must be continuously satisfied, and usually for the enthalpy and 
pressure of the refrigerant [7]. This balancing is an iterative process that requires a significant compu-
tational effort. In order to reduce the computation time while further optimizing the co-simulation, the 
refrigerant circuit in this simulation is implemented as a physical substitute model, where the evaporator, 
chiller and condenser are considered as idealized heat sources and sinks. For this purpose, area re-
sistances from the KULI library are used, supplied with external heat loads from calculations in physical 
models. The pressure loss ∆𝑝 due to the flow through the evaporator (component 2ARES in Fig. 7) is 
illustrated in a characteristic diagram from [11] as a function of the air mass flow 𝑚̇. 

3.3.6. Mixing Flaps 

The temperature mixing flaps are modeled in KULI as two separate air flap components, see blocks 
1AFLAP and 2AFLAP in Fig. 7 as well as scheme in Fig. 9 (a). In the real air conditioning unit, the mass 
flow distribution can be changed by adjusting the angle of one mixing flap, see Fig. 9 (b). The pressure 
loss ∆𝑝 that occurs as air flows over the KULI air flaps in the cold and warm air path is parameterized 
by a characteristic curve that shows the relationship between the respective pressure loss coefficient 𝜁 
and the torsion angle 𝛼 of the real HVAC unit flap to the mean axis [10]. The explicit correlations of 
𝜁𝑓𝑙𝑎𝑝 ,𝑐𝑜𝑙𝑑 , 𝜁𝑓𝑙𝑎𝑝,𝑤𝑎𝑟𝑚 = 𝑓(𝛼𝑓𝑙𝑎𝑝) in simulation are estimated. The angle is adjustable in a range of −30 ° ≤
𝛼 ≤ 10 ° whereby −30 ° means the maximum considered rotation into the cold path, while 10 ° means 
the maximum considered rotation into the warm path. 

(a)       (b) 

Fig. 9. Temperature mixing flap(s) in simulation (a) and in real HVAC unit (b) 

3.3.7. Air Ducts 

The ducts represent the sections in the HVAC air path, where the air flows from the heating devices 
to the vehicle cabin. The pressure losses are modelled in KULI with tube components (1TUB, 2TUB, 
3TUB and 4TUB in Fig. 7), where the pressure losses ∆𝑝 are based on pressure loss coefficients 𝜁 [10]. 
In addition, a point mass component (see 2PM in Fig. 7) with a representative amount of thermal inertia 
is integrated into KULI, which determines the convective heat transfer 𝑄̇ between the air flow and the 
ducts according to [13]: 

𝑄̇ = 𝛼𝐴∆𝑇𝑙𝑛 (3) 

Here, 𝛼 is the mean heat transfer coefficient, which is assumed to be approximately constant, while 
𝐴 represents the area of heat transfer. The term ∆𝑇𝑙𝑛 is the logarithmic temperature difference, which 
considers the inlet and outlet temperatures of the fluid as well as the surface temperature of the duct 
wall. [13] 
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3.4. Model-based Control of the HVAC System using MIL-Simulation 

3.4.1. Model-in-the-Loop Concept 

The air conditioning control tasks are performed with the overall objectives of ensuring passenger 
comfort and safety while simultaneously increasing the system efficiency of the entire vehicle. These 
specific control tasks require the measurement of actual state variables, such as temperature and rela-
tive humidity, at various points in the air conditioning path. These tasks also include the adaption of 
actuators such as mixing flaps, as well as the demand-based adjustment of heating and cooling powers 
in heating devices and in the refrigerant evaporator. [5] 

The basic structure of a control loop consists of a control unit and a control process [14]. In the specific 
case of cabin air conditioning, the control process refers to components such as the cabin itself, as well 
as mixing flaps and heating and cooling devices. Based on sensor values 𝑑, the control unit specifies 
the actuating variable 𝑢 to achieve the control objective, namely to ensure minimum deviation between 
control variable 𝑦 and target variable 𝑤. The specific values or trajectories of the target variable are 
derived from the control strategies. 

In the context of this co-simulation, a model-in-the-loop (MIL) concept as described in [4] is imple-
mented for the control loops of the cabin air conditioning. The principle is shown schematically in Fig. 
10. Here, the KULI HVAC air path components represent the control process, while models in
MATLAB/Simulink represent the control unit. The individual KULI components along the air path in the
HVAC system send actual sensor signals via the interface to MATLAB/Simulink. MATLAB/Simulink is
then used to calculate the actuator signals on the basis of the measured variables and implemented
control strategies. These actuator signals are transferred to KULI simultaneously.

Fig. 10. General principle of the model-in-the-loop (MIL) concept in co-simulation 

3.4.2. Setup of Automatic HVAC Control 

The automatic air conditioning control is set up as a cascaded multi-level control system. That means 
that multiple control levels are interleaved with each other. This approach is taken generally based on 
recommendations in [5], although some adaptations have been made. 

The control system is shown in Fig. 11. It contains a superordinate operating point level, where the 
trajectory of the target cabin air temperature 𝑇𝐼 ,𝑤(𝜏) is implemented as a function of the ambient tem-
perature 𝑇𝑎𝑚𝑏 and time 𝜏. A subordinate regulatory level is used to determine the exit air temperature 
𝑇𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤  from the ducts, which is required to achieve the target cabin air temperature. 

Specific control tasks are performed in the heating devices of the air conditioning unit by adjusting 
the angular position of the (virtual) temperature mixing flap 𝛼𝑓𝑙𝑎𝑝 ,𝑢 to adapt the pressure loss coefficients 
𝜁𝑐𝑜𝑙𝑑 ,𝑢 and 𝜁𝑤𝑎𝑟𝑚 ,𝑢 . This further enables the regulation of the exchanged heat flow in the water-to-air 
heat exchanger 𝑄̇ℎ𝑒𝑎𝑡𝑒𝑥 ,𝑢 by changing the mass flow distribution. In addition, the electrical heating power 
𝑃𝑒𝑙𝑒𝑐 ,𝑢 is adapted as required. 

At the operating point level, the course of the target evaporator exit air temperature 𝑇𝑒𝑣𝑝,𝑜𝑢𝑡 ,𝑤(𝜏) is
also specified. This temperature is controlled by adapting the dissipated heat flow 𝑄̇𝑒𝑣𝑝,𝑢 in the evapo-
rator. 
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The continuous measurement or estimation, for example, of the temperatures 𝑇𝑖,𝑑, pressures 𝑝𝑖,𝑑,

mass flows 𝑚̇𝑖,𝑑 and relative humidity values 𝜑𝑖 ,𝑑 in the cabin, as well as in individual sections in the 
HVAC air path, provides the required actual state variables, which also have to be taken into account 
during the calculation process. These are collectively referred to as 𝑍𝑖,𝑑 = {𝑇𝑖,𝑑 , 𝑝𝑖 ,𝑑 , 𝑚̇𝑖,𝑑 , 𝜑𝑖 ,𝑑 , … }. 

Fig. 11. Automatic air conditioning control with operating point level and regulatory level, enabling the adjustment 
of evaporator and heating devices 

This results in the following correlations within the levels of cascaded control of the HVAC system: 

Operating point: (𝑇𝐼,𝑤 , 𝑇𝑒𝑣𝑝,𝑜𝑢𝑡 ,𝑤) = 𝑓(𝑇𝑎𝑚𝑏, 𝜏) (4) 

Regulatory level: 𝑇𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 = 𝑓(𝑇𝐼 ,𝑤 , 𝑍𝑖,𝑑 ) (5) 

Heating devices: (𝛼𝑓𝑙𝑎𝑝,𝑢 , 𝑃𝑒𝑙𝑒𝑐 ,𝑢 ) = 𝑓(𝑇𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 , 𝑍𝑖,𝑑) (6) 

𝜁𝑐𝑜𝑙𝑑,𝑢, 𝜁𝑤𝑎𝑟𝑚 ,𝑢 = 𝑓(𝛼𝑓𝑙𝑎𝑝,𝑢) (7) 

Evaporator: 𝑄̇𝑒𝑣𝑝,𝑢 = 𝑓(𝑇𝑒𝑣𝑝,𝑜𝑢𝑡 ,𝑤 , 𝑍𝑖,𝑑) (8) 

3.4.3. Model-based Feedforward and Feedback Control Design 

Based on the principles of automatic HVAC control, the design of the implemented control concept is 
now explained in more detail.  

The control concept in co-simulation is generally based on a combination of closed-loop feedback 
control and model-based feedforward control. Feedforward control makes sense because it enables 
highly dynamic control features when adjusting the control of the system, as changes in the target vari-
able directly impact the determination of the actuating variable [6]. By superimposing the feedforward 
control and a feedback control loop, the compensation of disturbances and model uncertainties can be 
ensured, thus minimizing control deviations [14]. 

The integration of feedforward in HVAC control systems is generally an established method. How-
ever, these feedforward controls are usually based on empirical values and characteristic maps, which 
are kept secret by OEMs [5]. Therefore, in this simulation, a model-based feedforward control was de-
veloped using mathematical models based on thermodynamic correlations. 

A signal flow diagram of the control principle with model-based feedforward as well as a visualization 
of the distribution between MATLAB/Simulink and KULI are shown in Fig. 12. In the co-simulation, this 
structure represents the basis for control at the regulatory level, as well as at the level of the heating 
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devices and the evaporator, according to Equations (5), (6), (7) and (8). When the cascaded control is 
applied, the individual signal flow diagrams for these levels are also interleaved. 

In the control unit in MATLAB/Simulink, the trajectory of the target variable 𝑤 from the control levels 
is first specified. This serves as the input variable in the feedforward block 𝐹. The model-based feedfor-
ward represents an inverse model of the static control process 𝑃𝑠𝑡𝑎𝑡

−1 = 𝐹. For this purpose, the control
process – which in this case can represent the evaporator, the cabin, or the heating devices – is ana-
lyzed by using thermodynamic equations. These include the first law of thermodynamics as well as mass 
balances and other correlations. The resulting system of equations is then used to calculate the feed-
forward control share of the actuating variable 𝑢𝐹 as a function of the target variable 𝑤 and the actual 
state variables 𝑍𝑖,𝑑. These values 𝑍𝑖 ,𝑑 are mainly obtained from the KULI HVAC air path via the co-
simulation interface and partly estimated directly in the feedforward. A controller 𝐶 is superimposed on 
the feedforward block, which calculates a feedback control share 𝑢𝐶  based on the control deviation 𝑒 =
𝑤 − 𝑦. The sum of these values from the feedforward control and feedback control 𝑢𝐹𝐶 = 𝑢𝐹 + 𝑢𝐶  is 
transferred to the control process actuator as the ideal actuating variable. The inertia behavior of the 
actuator 𝐴 is also modelled in MATLAB/Simulink, and the signal flow diagram shows an example of a 
𝑃𝑇2𝑇𝑡-element. This is required since the actuators in KULI have no inertia. The real actuating variable 
as output of the actuator 𝑢 is sent as an input variable to the static process 𝑃𝑠𝑡𝑎𝑡 , which represents the 
controlled component in the KULI HVAC air path. The actual control variable 𝑦 from the dynamic process 
𝑃 in KULI is simultaneously fed back into MATLAB/Simulink through the co-simulation interface. 

Fig. 12. Signal flow diagram of the control principle with model-based feedforward and feedback 

3.4.4. Overall HVAC System Control Design 

Fig. 13 illustrates the signal flow diagram of the entire model-based control system for vehicle cabin 
air conditioning. This results from the application of the basic control principle in Fig. 12 to the individual 
levels of the cascaded automatic HVAC control in Fig. 11. 

The air target temperatures at the evaporator outlet and inside the cabin are each defined by the 
superordinate operating point level according to (𝑇𝐼,𝑤 , 𝑇𝑒𝑣𝑝 ,𝑜𝑢𝑡 ,𝑤) = 𝑓(𝑇𝑎𝑚𝑏, 𝜏). In the upper section of the
diagram, the refrigerant evaporator control is indicated by the relationship 𝑄̇𝑒𝑣𝑝,𝑢 = 𝑓(𝑇𝑒𝑣𝑝,𝑜𝑢𝑡 ,𝑤 , 𝑍𝑖,𝑑 ). The 
lower section of the diagram shows the subordinate regulatory level for the determination of the required 
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air duct outlet temperature 𝑇𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 = 𝑓(𝑇𝐼,𝑤 , 𝑍𝑖,𝑑) as well as the connected heating devices. Here, the 
position of the temperature mixing flap and the electrically supplied heating power (𝛼𝑓𝑙𝑎𝑝,𝑢, 𝑃𝑒𝑙𝑒𝑐 ,𝑢) =
𝑓(𝑇𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 , 𝑍𝑖,𝑑) are determined. 

Fig. 13. Signal flow diagram of the overall HVAC system control design
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3.4.5. Control of Cabin Air Temperature on Subordinate Regulatory Level 

To better illustrate the concept from Fig. 12 and Fig. 13, the described approach taken by using the 
model-based feedforward control will now be related to a concrete example that shows how to determine 
the target duct exit air temperature 𝑇𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 at the regulatory level. For this purpose, the vehicle cabin 
is investigated thermodynamically, and a differential equation system is set up to describe the thermal 
behavior based on recommendations in [15]. This results in the inverse cabin model, see Fig. 13 and 
Fig. 14. In the following equations, temperatures are treated in the degree Celsius scale; therefore, 
these are written as 𝑡 in the corresponding equations. 

The thermal state in the vehicle cabin was already examined in Equation (1) using the energy balance 
in the form of the first law of thermodynamics. Here, the air volume within the cabin was defined as a 
system, and the heat and enthalpy flows supplied (i.e., entering) and dissipated (i.e., exiting) across the 
system boundaries were balanced. The thermal impacts of the air conditioning system on the cabin air 
occur in the form of an enthalpy flow that is introduced into the cabin via the air ducts. In order to obtain 
more detailed information about the correlation between the cabin air temperature 𝑡𝐼, actual state vari-
ables 𝑍𝑖 in the HVAC air path, and duct exit air temperature 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 , the individual terms in the energy 
balance from Equation (1) are formulated in more detail. This procedure is carried out to be able to 
implement correlations in the feedforward control model at the regulatory level in MATLAB/Simulink. 

The entering and exiting enthalpy flows ∑(𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 ) are calculated by substituting the products of 
the dry air mass flows 𝑚̇𝑖,𝐿 and the specific enthalpies related to 1 kg of dry air ℎ𝑖(1+𝑥). This substitution 
is based on the consideration of humid air as an ideal gas. The air flowing into the vehicle cabin via the 
ducts (index 𝑑𝑢𝑐), the air flowing out of the cabin in the form of the recirculated air portion (index 𝑟𝑒𝑐) 
and the exhaust air portion (index 𝑜𝑢𝑡) have to be considered: 

∑ (𝐻̇𝑖𝑛 − 𝐻̇𝑜𝑢𝑡 ) = 𝑚̇𝑑𝑢𝑐 ,𝐿 ℎ𝑑𝑢𝑐(1+𝑥) − 𝑚̇𝑟𝑒𝑐 ,𝐿ℎ𝑟𝑒𝑐(1+𝑥) − 𝑚̇𝑜𝑢𝑡 ,𝐿ℎ𝑜𝑢𝑡(1+𝑥) (9) 

The heat flow exchanged with the car body 𝑄̇𝐵𝑜𝑑𝑦  is approximated by considering the overall heat 
transmitted from the cabin air via the car body and into the environment based on [11]. Transient heating 
and cooling processes of the car body itself are therefore neglected. The term 𝑘𝐴 denotes the heat 
transfer coefficient of the body. For this term, a constant value is taken from the literature [11], resulting 
in the following relationship: 

𝑄̇𝐵𝑜𝑑𝑦 ≅ −𝑘𝐴(𝑡𝐼 − 𝑡𝑎𝑚𝑏 ) (10) 

The exchanged heat flow with the interior 𝑄̇𝐼𝑛𝑡  is neglected in this modelling: 

𝑄̇𝐼𝑛𝑡 ≅ 0 (11) 

The heat flow due to solar radiation 𝑄̇𝑆 is calculated as described in [11] from the products of the 
projecting areas of the glass panes 𝐴𝑝𝑟𝑜𝑗,𝑖, the intensity of the solar radiation 𝐼 and the transmission 
coefficients of the glass 𝜏𝑖. All of the glass panes with the indices 𝑖 are summed: 

𝑄̇𝑆 = ∑ (𝐴𝑝𝑟𝑜𝑗,𝑖𝐼𝜏𝑖)
𝑛

𝑖=1

 (12) 

The heat flow of the passengers through conduction, convection and radiation 𝑄̇𝑃,𝐶𝐶𝑅 and the enthalpy 
flow of the passengers through respiration 𝐻̇𝑃 ,𝑅𝑒𝑠𝑝  are approximated. Here, Ψ𝑝 represents the number 
of passengers, Φ𝐶𝐶𝑅 denotes the heat flow by conduction, convection and radiation per person, and 
Φ𝑅𝑒𝑠𝑝 characterizes the heat flow by respiration per person. For both quantities, reference values as a 
function of air temperature are documented in the literature [8]. Taking this approach gives the approx-
imate relationship: 

𝑄̇𝑃,𝐶𝐶𝑅 + 𝐻̇𝑃,𝑅𝑒𝑠𝑝 ≅ Ψ𝑝(Φ𝐶𝐶𝑅 + Φ𝑅𝑒𝑠𝑝 ) (13) 

Assuming a constant pressure 𝑝𝐼 = 𝑐𝑜𝑛𝑠𝑡. and constant volume 𝑉𝐼 = 𝑐𝑜𝑛𝑠𝑡. of the air inside the cabin, 
the change in internal energy 𝑑𝑈𝐼  is equal to the change in enthalpy 𝑑𝐻𝐼 . Consequently, the change in 
the internal energy of the air inside the cabin over time 𝑑𝑈𝐼

𝑑𝜏
 can be expressed by replacing the internal

energy by the product of the mass of the dry air inside the cabin 𝑚𝐼,𝐿  and the specific enthalpy of the air 
inside the cabin as related to 1 kg of dry air ℎ𝐼(1+𝑥). This gives the following relationship: 
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𝑑𝑈𝐼

𝑑𝜏
=

𝑑

𝑑𝜏
(𝑚𝐼,𝐿ℎ𝐼(1+𝑥)) (14) 

The formulated Equations (9), (10), (11), (12), (13) and (14) for the individual terms in the energy 
balance of the cabin can now be substituted into Equation (1), resulting in the following detailed balance 
equation: 

𝑚̇𝑑𝑢𝑐 ,𝐿ℎ𝑑𝑢𝑐(1+𝑥) − 𝑚̇𝑟𝑒𝑐 ,𝐿ℎ𝑟𝑒𝑐(1+𝑥) − 𝑚̇𝑜𝑢𝑡,𝐿 ℎ𝑜𝑢𝑡(1+𝑥) − 𝑘𝐴(𝑡𝐼 − 𝑡𝑎𝑚𝑏) + ∑ (𝐴𝑝𝑟𝑜𝑗 ,𝑖𝐼𝜏𝑖)
𝑛

𝑖=1

+ Ψ𝑝(Φ𝐶𝐶𝑅 + Φ𝑅𝑒𝑠𝑝) =
𝑑

𝑑𝜏
(𝑚𝐼,𝐿ℎ𝐼(1+𝑥)) 

(15) 

In this balance equation, the entering and exiting enthalpy flows 𝑚̇𝑖,𝐿 ℎ𝑖(1+𝑥) with 𝑖 = {𝑑𝑢𝑐, 𝑟𝑒𝑐, 𝑜𝑢𝑡} 
can be expressed as a function of the respective temperatures 𝑡𝑖 according to the laws applying to humid 
air as an ideal gas: 

𝑚̇𝑖,𝐿 ℎ𝑖(1+𝑥) = 𝑚̇𝑖,𝐿 [𝑐𝑝𝐿𝑡𝑖 + 𝑥𝑖(𝑟0 + 𝑐𝑝𝐷𝑡𝑖)] (16) 

Here, 𝑐𝑝𝐿  and 𝑐𝑝𝐷  denote the specific heat capacities of dry air and water vapor, respectively. The 
term 𝑟0  is the heat of evaporation of water at a temperature of 0 °C, while 𝑡𝑖 represents the temperature 
of the air, and 𝑥𝑖 represents the vapor quantity. 

Another equation that can be used for the feedforward model is obtained by calculating the specific 
enthalpy ℎ𝐼(1+𝑥) in Equation (14) as a function of the temperature 𝑡𝐼, based on the considerations of 
humid air as an ideal gas. Furthermore, the product in the equation is derived by applying the rule of 
Leibniz: 

𝑑

𝑑𝜏
(𝑚𝐼,𝐿 ℎ𝐼(1+𝑥)) = 𝑚𝐼,𝐿 [𝑐𝑝𝐿

𝑑𝑡𝐼

𝑑𝜏
+

𝑑𝑥𝐼

𝑑𝜏
(𝑟0 + 𝑐𝑝𝐷𝑡𝐼) + 𝑥𝐼𝑐𝑝𝐷

𝑑𝑡𝐼

𝑑𝜏
]

+
𝑑𝑚𝐼 ,𝐿

𝑑𝜏
[𝑐𝑝𝐿𝑡𝐼 + 𝑥𝐼(𝑟0 + 𝑐𝑝𝐷𝑡𝐼)] 

(17) 

Equation (17) shows that not only the air temperature inside the cabin 𝑡𝐼(𝜏) but also the vapor quantity 
𝑥𝐼(𝜏) are of essential importance [15]. In order to describe the change in the vapor quantity inside the 
cabin over time 𝑑𝑥𝐼

𝑑𝜏
, the change in the water vapor mass inside the cabin over time 𝑑𝑚𝐼,𝐷

𝑑𝜏
 is first written 

as: 
𝑑𝑚𝐼 ,𝐷

𝑑𝜏
=

𝑑

𝑑𝜏
(𝑥𝐼𝑚𝐼,𝐿) =

𝑑𝑥𝐼

𝑑𝜏
𝑚𝐼,𝐿 +

𝑑𝑚𝐼 ,𝐿

𝑑𝜏
𝑥𝐼 (18) 

Using the mass balances for the dry air and for the water vapor inside the cabin, the temporal change 
in the vapor quantity 𝑑𝑥𝐼

𝑑𝜏
 can be determined. Regarding the mass balance of the water vapor, the entering 

and exiting mass flows of water vapor 𝑚̇𝑖,𝐷 = 𝑥𝑖𝑚̇𝑖,𝐿  with 𝑖 = {𝑑𝑢𝑐, 𝑟𝑒𝑐, 𝑜𝑢𝑡} as well as the water vapor 
emission of the vehicle passengers Ω𝑅𝑒𝑠𝑝 must be considered. Ω𝑅𝑒𝑠𝑝 describes the water vapor emission 
per person and is documented in the literature [8] as a function of the air temperature. This results in 
the following balance equation: 

𝑑𝑚𝐼,𝐷

𝑑𝜏
= ∑ 𝑥𝑖𝑚̇𝑖,𝐿 + Ψ𝑝Ω𝑅𝑒𝑠𝑝  (19) 

The derived Equations (15), (16), (17), (18) and (19) together with further mass balances and the 
thermal equation of state for the considered humid air in the vehicle cabin form a coupled linear differ-
ential equation system. This fully describes the thermal behavior in the cabin. 

This system of equations is now implemented as a feedforward inverse cabin process model (see 
Fig. 14) in MATLAB/Simulink and used to calculate the required duct exit air temperature 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢𝑓  on 
the regulatory level, and as a function of the target cabin air temperature curve 𝑡𝐼,𝑤 from the operating 
point level. For this purpose, the measured cabin air temperature curve 𝑡𝐼,𝑦 from the KULI extended 
cabin model as well as measured thermal state variables 𝑍𝑖,𝑑 from the KULI HVAC air path are also 
used in the calculation. The feedforward control value is then superimposed with the control share 
𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢𝑐  in order to minimize control differences. The resulting accumulated value 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 = 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢 
is finally the input variable of the heating devices for calculating the temperature mixing flap position 
𝛼𝑓𝑙𝑎𝑝,𝑢 and the additional electrical heating power 𝑃𝑒𝑙𝑒𝑐 ,𝑢 . 
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Fig. 14. Control structure on regulatory level and equation system of inverse cabin model

4. Simulation Results and Discussion
The following chapter describes selected co-simulation results using the model-based control of the 

HVAC system. These results represent stage 2 of the co-simulation; some of the results from the previ-
ous stage 1 were described in [1]. The overall vehicle simulation was performed with the WLTC Class 
3 driving cycle. First, the operating conditions “Malaga” with an ambient temperature 𝑡𝑎𝑚𝑏 = 35 °𝐶, a 
relative humidity 𝜑𝑎𝑚𝑏 = 40 % and the solar radiation intensity 𝐼 = 500 𝑊 𝑚2⁄  are considered. Additional
parameters relevant for cabin air conditioning are a fixed air recirculation rate 𝑥𝑟𝑒𝑐 = 50 % and the num-
ber of vehicle passengers set to Ψ𝑝 = 2. The ambient temperature also represents the initialization tem-
perature for fluids and components in the vehicle such as the cabin, battery and electric motor, so that 
𝑡𝑖𝑛𝑖𝑡 = 𝑡𝑎𝑚𝑏. This enables the determination of results for a dynamic cooldown process. 

In this configuration, the HVAC system is discussed first, focusing on the quality of the cabin air 
temperature control and the composition of the required heating power in the heating devices. In addi-
tion, the average energy consumption of the examined vehicle during the simulation is depicted, as well 
as the distribution of the energy consumption shares among the individual auxiliary consumers. 

Furthermore, the full vehicle simulation was also performed for other representative ambient condi-
tions, again using the WLTC Class 3 driving cycle. This enables the determination of the average vehicle 
energy consumption and the average power demand of the HVAC system as a function of the ambient 
temperature. A comparison with data from various literature is also performed here in order to validate 
the results obtained. 

4.1. Cabin Air Conditioning Control 

4.1.1. Cabin Air and Duct Exit Temperature 

The target and actual profiles of the air temperature in the vehicle cabin are illustrated in Fig. 15 (a). 
The target temperature curve 𝑡𝐼,𝑤 is specified by the superordinate operating point level in 
MATLAB/Simulink. Starting from the initialization temperature 𝑡𝑖𝑛𝑖𝑡 = 𝑡𝑎𝑚𝑏 = 35 °𝐶, a continuous adap-
tation to the steady-state target value of 𝑡𝐼,𝑤 ,𝑠𝑡𝑒𝑎𝑑𝑦 ≅ 23.5 °𝐶 is performed. The actual course of the cabin 
air temperature 𝑡𝐼,𝑦, which is determined by the KULI Extended Cabin Model, is shown overlaid. The 
comparison of the curves shows slight deviations during the first 100 seconds of the transient cooldown 
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process. These can be explained by the start-up inertia of the HVAC components, especially the refrig-
erant evaporator and the water-to-air heat exchanger. In the signal flow diagrams of the MIL simulation, 
these are mapped with 𝑃𝑇2𝑇𝑡  elements. [1] 

During the continued transient cooldown for 100 𝑠 ≤ 𝜏 ≤ 600 𝑠 as well as during the almost steady-
state conditioning from 𝜏 > 600 𝑠, the measured curve from KULI and the target curve of the cabin air 
temperature from MATLAB/Simulink are approximately equal. A very small mean absolute deviation 
∆𝑡𝐼,𝑀𝐴𝐷 = 1

𝜏𝐸
∫ |𝑡𝐼,𝑦(𝜏) − 𝑡𝐼,𝑤(𝜏)|𝑑𝜏

𝜏𝐸

𝜏=0 = 0.0935 °𝐶 can be determined over the entire driving cycle. 

(a) (b) 
Fig. 15. Cabin air temperature from control strategy and KULI model (a), Air duct exit temperature from model-

based control and KULI model (b) 

Fig. 15 (b) depicts the courses of the air duct outlet temperature. One curve is the proportion of the 
model-based feedforward control 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢𝑓 . This is determined in the inverse process model of the cabin 
from the differential equation system consisting of Equations (15), (16), (17), (18) and (19) in order to 
achieve thermal comfort in the vehicle cabin with predefined dynamics. Another curve describes the 
control share 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢𝑐 , which is superimposed with the feedforward control share in order to minimize 
control differences in the cabin air temperature. This results in the course of 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢 = 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤 , which 
is used to determine the required heating power of the heat exchanger and electric heater at the lower 
level of the heating devices. The course of the actual air duct outlet temperature in the KULI model 
𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑦 is also shown in comparison. 

At the beginning of the simulation (𝜏 < 50 𝑠), there is a negative control difference 𝑡𝐼,𝑤(𝜏) − 𝑡𝐼,𝑦(𝜏),
indicating that the measured cabin air temperature in the KULI model is too high. As a result, the aggre-
gated air duct outlet temperature curve 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢 is reduced by a negative control share 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢𝑐  com-
pared to the model-based feedforward control 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢𝑓 . From a simulation time of 𝜏 > 50 𝑠, the required 
control portion is very small. This leads to the conclusion that the inverse process model of the cabin 
allows the prediction of the required air duct outlet temperature 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡  with high precision. That implies 
a good agreement between the implemented process model in MATLAB/Simulink and the KULI Ex-
tended Cabin Model, despite certain abstractions. 

In addition, it is worth mentioning that the curves of the aggregated air outlet temperature 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢 
from MATLAB/Simulink control and the actual air outlet temperature 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑦 from KULI are also almost 
congruent, especially during steady-state conditioning with a value of around 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑦,𝑠𝑡𝑒𝑎𝑑𝑦 ≅ 14 °𝐶. 
This shows that the composition of the required heating power for reheating the air flow downstream of 
the evaporator to the desired air duct outlet temperature works very well. More specifically, this confirms 
the function of the control of the temperature mixing flaps and electric heater at the level of the heating 
devices. 
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4.1.2. Heat Flows in Heating Unit 

Due to the air flow through the heating devices, i.e., the heat exchanger to the motor coolant circuit 
and the electric resistance heater, the air flow downstream of the refrigerant evaporator is reheated as 
needed. Even in the case of high ambient temperatures, such as in the “Malaga” case under consider-
ation with 𝑡𝑎𝑚𝑏 = 35 °𝐶, this measure is necessary, as the evaporator outlet temperature of the air was 
set to a constant value of 𝑡𝑒𝑣𝑝,𝑜𝑢𝑡 ,𝑤 = 10 °𝐶 in the simulation, according to suggestions in [9]. This results 
in a heating demand to be supplied in order to adjust the air flow temperature to the required air duct 
outlet temperature. 

The exchanged heat flows in the heating devices are shown in Fig. 16 (a). The heating power 𝑄̇𝑡𝑜𝑡𝑎𝑙 ,𝑢 
is a theoretic value that is calculated in MATLAB/Simulink in the course of model-based feedforward 
control. This value is determined using the target air duct outlet temperature 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑢 = 𝑡𝑑𝑢𝑐 ,𝑜𝑢𝑡 ,𝑤  calcu-
lated at the regulatory level and with knowledge of the thermal state upstream of the heating devices 
𝑍𝐻𝑈 ,𝑖𝑛,𝑑 = {𝑇𝐻𝑈,𝑖𝑛,𝑑 , 𝑝𝐻𝑈,𝑖𝑛,𝑑 , 𝑚̇𝐻𝑈,𝑖𝑛,𝑑 , 𝜑𝐻𝑈 ,𝑖𝑛,𝑑 , … } from the KULI model. The primary objective is the com-
position of this heat flow by the heat flow 𝑄̇ℎ𝑒𝑎𝑡𝑒𝑥 ,𝑦, which is transferred in the heat exchanger from the 
motor coolant to the air in the warm path of the HVAC unit, and the heat flow 𝑄̇𝑒𝑙𝑒𝑐 ,𝑦 = 𝑃𝑒𝑙𝑒𝑐 ,𝑦, which must 
be supplied electrically in the auxiliary heater. In this way, the specified course of the air duct outlet 
temperature can be controlled as precisely as possible. The secondary objective is to ensure that the 
required heat flow is provided to the maximum extent possible via the heat exchanger in order to mini-
mize the electrical energy demand. 

The angular position of the temperature mixing flap 𝛼𝑓𝑙𝑎𝑝 ,𝑢, as well as the resulting pressure loss 
coefficients 𝜁𝑐𝑜𝑙𝑑,𝑢 , 𝜁𝑤𝑎𝑟𝑚 ,𝑢 = 𝑓(𝛼𝑓𝑙𝑎𝑝,𝑢) in the cold and warm sections of the air path in the HVAC system, 
are shown in Fig. 16 (b). By controlling these flow resistances, the mass flow distribution between the 
cold and warm partial air path is defined, which significantly influences the air-side heat transfer in the 
heat exchanger. 

Observing the heat flow curves, a rapid increase in the required heating power to 𝑄̇𝑡𝑜𝑡𝑎𝑙 ,𝑢 ≅ 800 𝑊 
occurs around the time 𝜏 ≅ 100 𝑠. By rapidly setting the temperature mixing flap to an angle of 𝛼𝑓𝑙𝑎𝑝 ,𝑢 ≅
−30°, the flow resistance in the cold partial air path is significantly increased. This allows the transferred
heat output in the heat exchanger to be raised. The difference between the required heat output calcu-
lated in MATLAB/Simulink and the heat output of the heat exchanger fed back from the KULI model is
supplied electrically (𝑄̇𝑒𝑙𝑒𝑐 ,𝑦 = 𝑄̇𝑡𝑜𝑡𝑎𝑙 ,𝑢 − 𝑄̇ℎ𝑒𝑎𝑡𝑒𝑥 ,𝑦). Due to the continuous increase in motor winding tem-
perature and the associated increase in enthalpy flow of the motor coolant at the inlet of the heat ex-
changer, the temperature mixing flap must be adapted to an average value of around 𝛼𝑓𝑙𝑎𝑝,𝑢 ≅ −8° as
the cycle progresses. In general, the developed combination of model-based feedforward and feedback
control achieves effective coverage of the required heat output with the heat flow that is transferred in
the heat exchanger. This results in a very low average electrical heating power of 𝑄̇𝑒𝑙𝑒𝑐 ,𝑎𝑣𝑔,𝑦 =
𝑃𝑒𝑙𝑒𝑐 ,𝑎𝑣𝑔,𝑦 = 12.92 𝑊 over the simulated cycle.

(a)       (b) 
Fig. 16. Heat flows in heating unit (a), Temperature mixing flap angle and pressure loss coefficients (b) 
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4.2. Energy Consumption of the Overall Vehicle and of the HVAC System 

4.2.1. Average Vehicle Energy Consumption and Energy Consumption Shares 

Fig. 17 (a) provides a comparison between the average energy consumption from the performed 
simulation and the WLTP (Worldwide Harmonized Light-duty vehicles Test Procedure) manufacturer 
data. For the “Malaga” operating point with 𝑡𝑎𝑚𝑏 = 35 °𝐶, the current simulation provides a value of 
𝑒𝑏𝑎𝑡𝑡 ,𝑎𝑣𝑔 ,𝑠𝑖𝑚,35°𝐶 (𝜏𝐸) = 20.38 𝑘𝑊ℎ/100𝑘𝑚. In addition, simulation results for the “Frankfurt am Main” op-
erating point with 𝑡𝑎𝑚𝑏 = 23 °𝐶 are also provided and show a slightly lower value of 𝑒𝑏𝑎𝑡𝑡 ,𝑎𝑣𝑔,𝑠𝑖𝑚 ,23°𝐶(𝜏𝐸) =
19.07 𝑘𝑊ℎ/100𝑘𝑚. In the course of WLTP, the value obtained for vehicles of the analyzed manufacturer 
and type is 16 − 18.5 𝑘𝑊ℎ/100𝑘𝑚 [16], with the variation indicated by dashed lines “min” and “max”. 

As described in [1], the higher energy consumption in the performed simulation with 𝑡𝑎𝑚𝑏 = 35 °𝐶, 
compared to the WLTP specification, can be explained by the significant influence of the ambient tem-
perature on the energy consumption of BEV. While WLTP tests are generally conducted at a constant 
ambient temperature of 𝑡𝑎𝑚𝑏,𝑡𝑒𝑠𝑡 = 23 °𝐶 including preconditioning, the vehicle was simulated at a higher 
ambient temperature of 𝑡𝑎𝑚𝑏,𝑠𝑖𝑚 = 𝑡𝑖𝑛𝑖𝑡,𝑠𝑖𝑚 = 35 °𝐶, which also represented the initial temperature of the 
cabin, battery, motor and other components. Consequently, this results in higher energy consumption 
during the steady-state conditioning of the vehicle's subsystems, but above all significantly higher en-
ergy consumption during the transient cooldown process if no preconditioning is carried out. Conse-
quently, for validation, the simulated energy consumption at 𝑡𝑎𝑚𝑏 = 23 °𝐶 is also compared with the 
manufacturer's WLTP data so that the same ambient temperature can be used as a basis. This shows 
that the simulated value is only slightly above the tolerance range of the test procedure. 

(a)       (b) 
Fig. 17. Average energy consumption (a), Energy consumption shares of electrical energy consumers (b) 

The percentage shares of the individual electrical energy consumers in the vehicle in relation to the 
total electrical energy consumption that were determined during the simulation at 𝑡𝑎𝑚𝑏 = 35 °𝐶 are 
shown in Fig. 17 (b). Those consumers are the electric powertrain, 𝑥𝑒,𝑒𝑚𝑜𝑡 ,𝑑𝑟𝑖𝑣𝑒 , the battery conditioning, 
𝑥𝑒,𝑏𝑎𝑡𝑡 ,𝑐𝑜𝑛𝑑𝑖 , the conditioning of motor and power electronics, 𝑥𝑒,𝑒𝑚𝑜𝑡 ,𝑐𝑜𝑛𝑑𝑖 , the HVAC system, 𝑥𝑒,ℎ𝑣𝑎𝑐,𝑐𝑜𝑛𝑑𝑖 , 
other auxiliary consumers, 𝑥𝑒,𝑎𝑢𝑥𝑐𝑜𝑛 , and thermal battery losses, 𝑥𝑒,𝑏𝑎𝑡𝑡 ,𝑙𝑜𝑠𝑠 . The energy consumption of 
the entire thermal management system is the sum of 𝑥𝑒,𝑉𝑇𝑀𝑆 = 𝑥𝑒,𝑏𝑎𝑡𝑡 ,𝑐𝑜𝑛𝑑𝑖 + 𝑥𝑒,𝑒𝑚𝑜𝑡 ,𝑐𝑜𝑛𝑑𝑖 + 𝑥𝑒,ℎ𝑣𝑎𝑐 ,𝑐𝑜𝑛𝑑𝑖 . 

The entire thermal management system accounts for an energy consumption share of 𝑥𝑒,𝑉𝑇𝑀𝑆(𝜏𝐸) =
18.27 % and is therefore the largest system auxiliary consumer in the BEV alongside the electric power-
train, as also described in [5]. The HVAC system consumes 𝑥𝑒,ℎ𝑣𝑎𝑐 ,𝑐𝑜𝑛𝑑𝑖 (𝜏𝐸) = 8.34 % of the total at the 
end of the simulation. The share of battery conditioning is slightly higher at 𝑥𝑒,𝑏𝑎𝑡𝑡 ,𝑐𝑜𝑛𝑑𝑖(𝜏𝐸) = 9.66 %. 
This is particularly due to the fact that, assuming an initial battery temperature of 𝑡𝑖𝑛𝑖𝑡,𝑏𝑎𝑡𝑡 = 35 °𝐶, there 
is a very high transient cooling power requirement due to the large thermal mass of the battery. Com-
pared to expansion stage 1 of this simulation in [1], the percentage of cabin air conditioning could also 
be reduced by further measures. These included increasing the temperature level at the evaporator 
outlet as needed and reducing the dynamics to achieve thermal comfort in the passenger compartment. 
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This essentially made it possible to reduce the electrical power of the refrigerant compressor and the 
electrical power supplied to the auxiliary heater to reheat the air. Under the assumption of a high solar 
radiation intensity of 𝐼 = 500 𝑊 𝑚2⁄  considered here, a relatively low heat output must also be supplied 
in the heating devices, as the air duct outlet temperature has to be set correspondingly lower. 

The achieved results for a transient cooldown process confirm that the electrical energy consumption 
of the thermal management system is highly dependent on the ambient conditions [17] [18]. The ambient 
temperature and relative humidity, but also the solar radiation intensity, play a major role in the power 
demand of the HVAC system. The power requirements for conditioning the motor, power electronics 
and battery strongly depend on whether preconditioning has been performed as well as on the initial 
temperature of these components. In particular, the battery with its high thermal inertia significantly im-
pacts the power demand of its thermal management. In the specific case with a high ambient tempera-
ture, in addition to the increased operation of the coolant pumps and fans, the increased operation of 
the refrigerant compressor is primarily responsible for the higher energy consumption. The compressor 
is operated both to dissipate heat from the battery via the plate heat exchanger and to dissipate heat 
from the air for cabin air conditioning via the evaporator. [1] 

4.2.2. Average Vehicle Energy Consumption depending on the Ambient Temperature 

This section, in addition to the results from 4.2.1, focuses on the effect of the ambient temperature on 
the average total energy consumption of a BEV. For this purpose, the developed BEV co-simulation 
was performed for the ambient conditions listed in Table 2 with temperature 𝑡𝑎𝑚𝑏, relative humidity 𝜑𝑎𝑚𝑏, 
solar radiation intensity 𝐼 and recirculation ratio 𝑥𝑟𝑒𝑐 , in each case for the WLTC Class 3 driving cycle. 

Table 2. Overview of investigated ambient conditions 

Operating Point Ambient Conditions 
𝑡𝑎𝑚𝑏 [°C] 𝜑𝑎𝑚𝑏 [%] 𝐼 [W/m2] 𝑥𝑟𝑒𝑐  [%] 

Kiruna -18 85 0 70 
Oslo -5 85 0 70 
Graz 10 85 100 60 
Frankfurt am Main 23 55 250 50 
Malaga 35 40 500 50 
Palermo 40 55 1000 30 

Fig. 18 shows the polynomial fitted curve of the vehicle's energy consumption over the ambient tem-
perature. In addition to the curve 𝑒𝑎𝑣𝑔,𝑇𝑈𝐺,𝐶𝑜𝑆𝑖𝑚  obtained during this co-simulation, other linear interpo-
lated curves as well as data points from different literature references are also depicted in order to 
validate the achieved results. The baseline energy consumption data for BEV originate from the studies 
by Evtimov [19], Liu [20], Yang [21], Hamwi [22], Deng [23] and Hao [24]. In the course of the report by 
Helms [18], these energy consumption values, determined partly in real driving tests and partly simu-
lated with different test cycles, were converted to the same units and compared. 

All available data indicate that energy consumption is lowest in an ambient temperature range of 
20 °𝐶 < 𝑡𝑎𝑚𝑏 < 25 °𝐶. This is due to the fact that the power demand for the conditioning of the passenger 
compartment, battery and motor is at its lowest here. The resulting values are around 14 −
19 𝑘𝑊ℎ 100𝑘𝑚⁄ . Energy consumption then increases at both very cold and very warm ambient temper-
atures, which is due to the increased heating and cooling power requirements of the thermal manage-
ment system. Generally significant to highlight is the fact that cold ambient temperatures lead to a sig-
nificantly higher increase in electrical energy consumption than warm ambient temperatures. At 𝑡𝑎𝑚𝑏 =
−10 °𝐶, energy consumption is in the range of 24 − 35 𝑘𝑊ℎ 100𝑘𝑚⁄ , while at 𝑡𝑎𝑚𝑏 = 35 °𝐶 it can range
between 16 − 24 𝑘𝑊ℎ 100𝑘𝑚⁄ . While the transient heat-up processes of the cabin and battery are
largely purely electrical, for the cooling of cabin and battery the required electrical power of the refriger-
ant compressor is reduced by the coefficient of performance (𝐶𝑂𝑃) of the heat pump process in com-
parison to the transferred cooling capacity.

The results of the developed co-simulation with its model-based control of the HVAC system using a 
MIL concept generally agree with the data from the literature in terms of the qualitative correlation be-
tween energy consumption and ambient temperature. All curves reveal the same tendency for energy 
consumption to increase with a progressive deviation from a moderate ambient temperature 𝑡𝑎𝑚𝑏 ≅
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22 °𝐶, especially at very cold ambient conditions. As with the previous results, it is important to note that 
in the performed simulation, the ambient temperature equals the initialization temperature of the vehicle 
components, so that 𝑡𝑎𝑚𝑏,𝑠𝑖𝑚 = 𝑡𝑖𝑛𝑖𝑡,𝑠𝑖𝑚. This assumption applies, for example, to the overall structure of 
the battery pack including all single cells as well as the casing, which results in a high transient cooling 
or heating demand in this co-simulation setup. So, the higher energy consumption values from this 
simulation in the low ambient temperature range may be due to the high power demand for heating the 
battery with its large electrical capacity and consequently large mass and thermal inertia. It is assumed, 
in contrast, that the literature data considered pre conditioning of the vehicle components, resulting in 
different initialization temperatures compared to the performed simulation.  

Moreover, the BEV energy consumption is also highly dependent on additional parameters, such as 
the underlying driving cycle, vehicle type and the integrated thermal management system architecture. 
In some of the referenced literature, significantly longer cycles than WLTC Class 3 are considered, so 
that transient power loads have less effect when averaging the energy consumption. A possible deacti-
vation of the HVAC system during the test procedures can also not be completely ruled out. 

Fig. 18. Average Vehicle Energy Consumption depending on the Ambient Temperature 

4.2.3. Average HVAC Power Demands depending on the Ambient Temperature 

After discussing the influence of the ambient temperature on the total energy consumption, the influ-
ence of the ambient temperature on the average power demand of the HVAC system will be addressed. 
The detailed consideration of the HVAC system in BEV is due to the fact that, compared to vehicles with 
internal combustion engines (ICEV), the available heat flow of the heat exchanger is significantly lower 
due to the lower losses of the electric powertrain. Consequently, the electrical power demand of the 
auxiliary resistance heater increases, which has a major influence on the overall energy consumption. 

The data points of the average HVAC power demand 𝑃𝐻𝑉𝐴𝐶 ,𝑇𝑈𝐺 ,𝐶𝑜𝑆𝑖𝑚 are plotted over the ambient 
temperature in Fig. 19. For validation purposes, the curve obtained from polynomial fitting of the simu-
lated boundary conditions is also compared with data from literature. These data are derived from Weus-
tenfeld [5]. To be mentioned is that the influence of temperature on HVAC power demand has also been 
investigated in other literature, but with hardly comparable boundary conditions. Li and Zhu [25] use 
driving cycles with a duration of 16229 seconds and 5139 seconds respectively, whereby transient 
power loads are significantly reduced through averaging. The results in Helms [18], which were calcu-
lated with the Auxiliary Simulator (AuSim) model package created during the studies in Hausberger [26] 
and Lohnauer [27], in any case only consider steady-state power requirements of the HVAC system. 

Weustenfeld [5] considers a compact class vehicle and also includes the influence of relative humidity 
𝜑 and solar radiation 𝐼 into the calculation. The derived data are also visualized in Fig. 19. While data 
points 𝑃𝐻𝑉𝐴𝐶 ,𝑊𝑒𝑢𝑠𝑡𝑒𝑛𝑓𝑒𝑙𝑑 ,𝜑≫,𝐼≫ were determined on the basis of statistically high relative humidity and solar 
radiation intensity for the respective ambient temperature, data points 𝑃𝐻𝑉𝐴𝐶 ,𝑊𝑒𝑢𝑠𝑡𝑒𝑛𝑓𝑒𝑙𝑑 ,𝜑≪,𝐼=0  refer to 
statistically low relative humidity and an assumed solar radiation intensity of 𝐼 = 0 𝑊 𝑚2⁄ . The shaded 
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area indicates the maximum difference between these two data sets of highest and lowest relative hu-
midity and solar radiation. Data points 𝑃𝐻𝑉𝐴𝐶 ,𝑊𝑒𝑢𝑠𝑡𝑒𝑛𝑓𝑒𝑙𝑑 ,𝑎𝑣𝑔 and the corresponding curve, on the other 
hand, represent a scenario with statistically expected values for humidity and radiation. 

The comparison generally indicates qualitative agreement between the results of the developed BEV 
co-simulation with model-based control of the HVAC system using a MIL concept (𝑃𝐻𝑉𝐴𝐶 ,𝑇𝑈𝐺 ,𝐶𝑜𝑆𝑖𝑚) and 
the statistically averaged scenario (𝑃𝐻𝑉𝐴𝐶 ,𝑊𝑒𝑢𝑠𝑡𝑒𝑛𝑓𝑒𝑙𝑑 ,𝑎𝑣𝑔) from Weustenfeld [5]. In general, again, it is 
evident that the lowest power demand can be expected at moderate temperatures of 20 °𝐶 < 𝑡𝑎𝑚𝑏 <
25 °𝐶, even when the HVAC system is considered individually. These values are in the range of 400 −
550 𝑊 and result from moderate operation of the refrigerant compressor for cooling and potential dehu-
midification of the inflowing air. The required heating performance for reheating the air up to the required 
inlet temperature in the cabin can be provided to a large extent by the heat exchanger. At higher ambient 
temperatures, there is a certain increase in the power requirement, with values between 800 − 2200 𝑊 
being observed at 𝑡𝑎𝑚𝑏 = 35 °𝐶. Here, the increased operation of the refrigerant compressor for cooling 
and dehumidifying the inflowing fresh air is the main factor. At low ambient temperatures, the HVAC 
power consumption is highest, specifically at 𝑡𝑎𝑚𝑏 = −10 °𝐶 the power values are around 3300 −
3900 𝑊. Especially after a cold start, the inflowing air has to be heated primarily electrically by the re-
sistance heater, as there is little waste heat from the electric powertrain. In both limiting conditions, 
increasing the proportion of recirculated air can contribute accordingly to reducing the power demand. 

Furthermore, the influence of the investigated relative humidity and solar radiation intensity is im-
portant to mention. In the ambient temperature range −18 °𝐶 < 𝑡𝑎𝑚𝑏 < 10 °𝐶, a high relative humidity of 
𝜑 = 85 % but low solar radiation intensity of 0 ≤ 𝐼 ≤ 100 𝑊 𝑚2⁄  was considered in the applied boundary 
conditions of the performed co-simulation, see Table 2. In the range of increasing ambient temperatures 
of 10 °𝐶 < 𝑡𝑎𝑚𝑏 < 40 °𝐶, a lower relative humidity of 40 % ≤ 𝜑 ≤ 55 % but higher solar radiation intensity 
of 250 𝑊 𝑚2⁄ ≤ 𝐼 ≤ 1000 𝑊 𝑚2⁄  was assumed in accordance with the described boundary conditions 
(see also Table 2). In Weustenfeld [5], the data points for high (𝑃𝐻𝑉𝐴𝐶 ,𝑊𝑒𝑢𝑠𝑡𝑒𝑛𝑓𝑒𝑙𝑑 ,𝜑≫,𝐼≫) and low relative 
humidity and solar radiation (𝑃𝐻𝑉𝐴𝐶 ,𝑊𝑒𝑢𝑠𝑡𝑒𝑛𝑓𝑒𝑙𝑑 ,𝜑≪,𝐼=0) spread over a wide range of possible power de-
mands, as the shaded area indicates. Consequently, in addition to the main influencing factor of the 
temperature, the relative humidity and the solar radiation intensity are also important parameters that 
are decisive for the HVAC system power demand, especially during cooldown processes. High humidity 
leads to increased heat capacities of the humid air, while high solar radiation represents an additional 
heat flow across the cabin, which needs to be balanced out in cooling mode. With respect to certain 
differences between the simulation results and the literature data, it is important to note that the HVAC 
power demand is also highly dependent on other boundary conditions such as recirculation ratio and 
number of passengers but also on the driving cycle and the detailed thermal management system con-
figuration. Here, more detailed information would be required for even better quantitative comparability. 

Fig. 19. Average Power Demand of the HVAC System depending on the Ambient Temperature 
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Conclusions and Outlook 
These investigations involved the development of a BEV thermal management co-simulation at over-

all vehicle system level. By extending the 1D thermal management software KULI with 
MATLAB/Simulink, a comprehensive range of functions was achieved for precise modeling and simula-
tion at the overall vehicle level and at the thermal management subsystem level, including the passenger 
compartment, battery and powertrain. 

Particularly in the analysis of the HVAC system, a great emphasis was placed on the precise modeling 
of the vehicle cabin and the HVAC air path components due to their special relevance in BEV. In addi-
tion, a model-in-the-loop concept for automatic cascaded control of the HVAC system components was 
implemented. The cascaded control concept is based on the configuration in real vehicles, but the com-
mon empirical characteristics were substituted by a model-based control principle with feedforward con-
trol. The mathematical-physical equation systems in the feedforward controls were derived in the course 
of thermodynamic analyses. 

The results demonstrate the highly accurate control of the cabin air temperature to the target temper-
ature profile using the developed control concept. This proves the functionality of the model-based con-
trol with feedforward as well as the MIL simulation with KULI and MATLAB/Simulink. Further simulation 
results also show the significant dependence of BEV energy consumption on the ambient conditions, in 
particular on the temperature. The simulated results provide basically good qualitative agreement with 
those from various literature sources. The explicit correlation between the average power demand of 
the HVAC system and the ambient temperature was also presented, again with good qualitative agree-
ment with an existing simulation. For both considerations, the significant potential increase in the BEV's 
energy consumption and the HVAC system's power requirement is obvious at very warm, but especially 
at very cold ambient temperatures. Also worth emphasizing is the significant influence of other boundary 
conditions on the energy consumption of BEV as well as on the power demand of the HVAC system. In 
particular, the relative humidity, solar radiation intensity and recirculation ratio on HVAC system level, 
but also the driving cycle and the thermal management system configuration on overall VTMS level are 
decisive factors. 

Within the scope of ongoing investigations, it is aimed to extend the BEV co-simulation also to a fuel 
cell electric vehicle (FCEV) at the overall vehicle level. This will be done in order to derive broad findings 
on thermal management for this vehicle type as well. At the HVAC system level, the investigation of 
further measures to reduce electrical energy consumption, such as the integration of a heat pump or the 
continued optimization of the control strategy, is planned as part of the BEV simulation. A further key 
objective is to derive extensive knowledge about the influence of various other climatic and vehicle-
specific boundary conditions on the energy consumption of the vehicle and the power demand of the 
HVAC system. 
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Abstract. For several decades, the transportation sector has been improving pollutant emissions to 
reduce its environmental impact and improve the air quality. Nowadays, exhaust lines commonly include 
one or more catalysts to convert gaseous pollutants, while solid pollutants (particulate matter, also called 
soots) are collected using a Particulate Filter (PF). This paper describes how a double PF architecture, 
one in close-coupled position and one close to tailpipe, is able to significantly reduce the particulate 
emissions of a gasoline engine. 

First, a study on engine bench simulating a severe RDE cycle is conducted to evaluate the 
Filtration Efficiency (FE) of several combinations of two Euro7-like Gasoline Particulate Filters (GPF) in 
a row. The engine is a 1.3L Euro6d-temp GDI engine, powered by two types of fuel, designed to max-
imize and minimize the PN production. The impact of the ambient temperature is also considered by 
running cycles at 20°C and -10°C. The instantaneous Particulate Number (PN) distribution is measured 
with three particulate size spectrometers from 6nm to 10µm. The double GPF architecture is then tested 
by adding a GPF at the tailpipe of a serial Euro6d gasoline passenger car. The PN emissions at intake 
and after the second GPF are continuously analyzed on a variety of open road trips. 

While a single GPF exhibits a FE of 96% on PN10 (Euro7 target), the combination of two GPF 
allows to reach a FE of more than 99.9% on engine bench with the lowest quality fuel at -10°C. After 
this first proof-of-concept, the study on passenger car demonstrates the opportunity to reach PN levels 
lower than ambient concentrations during many trips, validating the relevance of the double GPF tech-
nology. 

Notation 
A-EAT Advanced Exhaust Aftertreatment Technology

AQ Air Quality 

ATS After-Treatment System 

B5G 5 Gas Analyzer 

BP Back Pressure 

CC Close-Coupled 

CD Chassis Dynamometer 

CO Carbon Monoxide 

Ds Downstream 

ECU Engine Control Unit 

ELPI Electrical Low-Pressure Impactor 

FE Filtration Efficiency; (PNupstream – PNdownstream) / PNupstream 

GDI Gasoline Direct Injection 

GPF Gasoline Particulate Filter 

GPS Global Positioning System 

HC Hydrocarbon 

HVAC Heating Ventilation and Air Conditioning 

ICE Internal Combustion Engine  

NH3 Ammonia 
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NMHC Non-Methanic Hydrocarbons 

NOX Nitrogen Oxides (NO, NO2) 

OBD On-Board Diagnostics 

PEMS Portable Emission Measurement System 

PN Particulate Number 

PN10 Particulate Number with diameter > 10nm 

PF Particulate Filter 

RDE Real Driving Emissions 

SOA Secondary Organic Aerosol 

TC ThermoCouple 

TP Tailpipe 

Us Upstream 

1. Introduction

1.1 Air Quality & Internal Combustion Engines 

In some urban areas, the Air Quality (AQ) is a pressing concern due to the dense concentration 
of population, vehicles, and industries. Some of the pollutant emissions contributing to these concerns 
proceed from combustion systems (heating systems, industries, transport sector) [1,2,3]. In addition, 
emissions from other sources such as agricultural practices, solvent use or waste handling can also 
have a significant impact on air quality. These emissions can be in gaseous or particulate form and 
can influence both climate change and human health [4,5]. While Internal Combustion Engines (ICE) 
have an impact on air quality [6], emissions from road vehicles have been improved significantly over 
the last 30 years due to the introduction of increasingly stringent emission norms [7,8] and the imple-
mentation of emission reduction technologies (catalytic systems, particulate filters, better mixture con-
trol, hybridization...). The European emission standards currently regulate the following pollutants 
from the exhaust for most vehicle types, including cars, trucks, locomotives, tractors and similar ma-
chinery, barges (but excluding seagoing ships and aeroplanes): Nitrogen Oxides (NOX), Carbon Mon-
oxide (CO), HydroCarbons (HCs), Non-Methanic HydroCarbons (NMHCs), as well as Particulate Mat-
ter (PM) in mass and in number (PN). In December 2023, a Euro 7 standard was provisionally agreed 
upon that includes ammonia (NH3) in exhaust emissions but also non-exhaust emissions such as 
particulates from tires and brakes [9]. 

Despite this progress, vehicle emissions remain a contributor to pollutant concentrations in 
urban areas [5,10,11,12] and many efforts are being made to further reduce emissions and promote 
vehicles with a low impact on air quality. The generalization of the particulate filter for Diesel vehicles 
in France resulted in a 72% reduction in PM emissions from road transport between 1990 and 2019 
[13]. Recent Diesel vehicles equipped with PF can emit less primary particulate than gasoline vehicles 
without one [14,15,16]. To reduce particulates emissions even further, a solution that has been gen-
eralized is the installation of a PF on almost all ICE-equipped vehicles, including gasoline powered 
vehicles.  

1.2 Particulate, GPF and Double GPF technology 

Particulate filters have been developed to capture and remove particulates from Diesel and 
gasoline engine exhaust gases [17,18,19,20]. The PF became effectively (if not in regulation) obliga-
tory in Europe on new Diesel engines on 1 January 2011 in order to reach stricter emission regula-
tions [13]. With the Euro 6 regulation, particulate filters are also becoming widespread on gasoline 
vehicles, to limit the increase of fine particulates emissions due to direct fuel injection systems [21]. 

In order to trap particulates, GPF are made of a porous ceramic material with a honeycomb 
structure. The smallest particulates are trapped by Brownian diffusion (<30 nm), the largest particu-
lates (>200 nm) are trapped by interception and inertial filtration [22,23]. However, the filtration effi-
ciency for intermediate-sized particulates is lower because they are not small enough to be trapped 
by Brownian diffusion and not large enough for inertial filtration [24]. When the filter is fresh, its effi-
ciency to trap particulates is not maximal, but it increases with mileage due to ash accumulation [25]. 
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Indeed, soot accumulates on the walls of the filter over time and creates an additional layer that 
improves filtration efficiency. A compromise must also be made between filtration efficiency and in-
duced exhaust back pressure in order to limit the negative effect on fuel efficiency. The compromise 
depends on different parameters such as the GPF volume, the length/diameter ratio, the open frontal 
area, the size and porosity of the pores, the wall thickness, and the cell density [26].  

GPF have been tested over a wide range of test conditions and most have a PN filtration effi-
ciency (FE) between 60% and over 90%, depending on various factors. For example, in Saito et al. 
[27], an underfloor GPF is more efficient than a close coupled GPF in the same conditions (92% 
against 78%). They also found that the higher the number of particulates at the engine out the more 
efficient the GPF is. The cell design also is an important parameter [27,28]. With Saito et al. condi-
tions, GPF with 300 Cells Per Square Inch (CPSI) and 0.012 inches of wall thickness are more effi-
cient than those with 360 CPSI and 0.005 or 0.008 inches of wall thickness (78% against 61-64%). 
According to many authors, coated GPF are also more effective than bare GPF [29,30]. 

Accumulated soot (and ash) in a GPF leads to an increase in back pressure which could lead 
to an increase in fuel consumption and lowered engine efficiency [31]. Depending on conditions (ex-
haust temperature and oxygen content), a GPF may or may not need an active regeneration process. 
During the regeneration process the soot collected on the surface is burned into carbon dioxide, 
steam and potentially particulates [32, 33]. The regeneration process requires oxygen molecules and 
temperatures higher than 600°C. However, for most road-going gasoline vehicles, high-temperature, 
high-oxygen conditions are frequently encountered, for example during a gear shift after a driving 
speed phase of few minutes. Thus, an active regeneration process is rarely needed for gasoline ve-
hicles. 

Because of the potential release of particulates during these regeneration events on conven-
tional PF installations, an opportunity is seen to mount a second GPF serially with the first in order to 
push FE of the complete system even further. This system is called Double GPF technology. 

1.3 Advanced-Exhaust Aftertreatment Technology 

A-EAT, for Advanced Exhaust Aftertreatment Technology, is an innovative technology concept
that Aramco is exploring in an attempt to reduce the amount of direct or indirect emission of pollutants, 
such as NOx – particulates – CO – HCs – NH3, from the vehicle tailpipe in order to go beyond upcom-
ing European regulation – Euro 7, with the goal of contributing towards improving urban air quality. 
The A-EAT relies on innovative integrations of exhaust line architecture and optimized After-Treat-
ment Systems (ATS). A-EAT includes studies of fuels, powertrain technologies, both conventional 
and innovative ATS, and AQ. AQ investigation is key to point out the main molecules that impact, 
directly or indirectly, the ambient AQ [34], including SOA formation. The main objective of this ap-
proach is to build a vehicle demonstrator with the different studied technologies. This paper is focus-
ing on the ATS part and especially on the double GPF technology. The objective of using two GPF 
is, as stated, to improve the PN emissions by cumulating the FE of the two GPF and reducing the 
impact of the regeneration events of the first GPF on tailpipe particulate emissions. 

1.4 Paper organization 

This paper will first present the experimental setups used to evaluate the four samples of par-
ticulate filter both in lab and on vehicle. Results will be presented both for individual filters as well as 
various combinations thereof. An in-depth review of engine bench results will then be presented, 
articulated around variations of a single parameter as much has possible: tailpipe GPF choice, ambi-
ent temperature, fuel. Finally, the last part of the article will be dedicated to a review of tests performed 
on vehicle, and to the extent to which conclusions from engine bench tests can be confirmed in real 
use cases. 

309



C. Larrieu, E. Laigle, C. Norsic, J. Hinault, D. Préterre and C. Chaillou

2. Experimental setup

2.1 PN Analyzers 

Concerning engine bench experiments, number concentration and size distribution of emitted 
particulates were assessed using three Dekati ELPI+® (Electrical Low Pressure Impactor) having 
being intercorrelated during the first phase of the experiment on the same sampling point. Sampling 
was performed using a 45°-bevelled pipe of 6mm inner diameter. Sampling point locations are reca-
pitulated in Fig. 1. 

Fig. 1. Basic layout of measuring locations for Double GPF testing 

The first ELPI+® was used in its High Resolution configuration downstream a fine particle sam-
pler dilution system (Dekati FPS®); sampling point was upstream first particulate filter (G1). Dilution 
ratio was monitored at 1Hz resolution and was set at 1:25 in order to lower the dew point of the 
exhaust and to stay in the capacity range of electrometers. The two last ELPI+® were used in High 
Resolution High Temperature configuration without dilution and were placed upstream and down-
stream the second particle filter (G3 and G4). 

Solid particulates have then been assessed from 6nm to 10µm using 100 virtual classes. Based 
on observed sensitivity limits (in nb/cm3) of the ELPI, most PN and FE results will be displayed from 
10nm up, unless mentioned otherwise. 

Concerning chassis dynamometer and on-road testing, two Dekati ELPI+ have been used; the 
first one sampling in the air intake hose of the engine just before the intake air filter and the second 
one was placed at the tailpipe. 

2.2 Fuels 

For the campaign, three fuels were used, two of them whose formulations were specifically 
tailored towards their effect on PN production. Some physical and composition characteristics can be 
found in Table 1. Most of the engine bench campaign was run with a PN High fuel, while some tests 
were conducted with a PN Low fuel for comparison. 

The PN High fuel is a specialty fuel designed to be representative of a European market com-
mercial fuel in the 90th percentile in terms of PN emissions and has thus been formulated following 
the EN228 standard with an emphasis on high olefin and heavy aromatics content. As a reminder, 
higher aromatics content (particularly in the C9+ range) as well as olefin content, to a lesser extent, 
have been linked with increased PN emissions [35, 36] through the lowering of the distillation curve 
and higher Final Boiling Point. This fuel is a known reference from a fuel provider. 

The PN Low fuel is a tailor-made batch containing only traces of aromatics and olefins. 

For vehicle testing, an E10 CERT fuel was used, which is an E10 fuel used by OEMs for vehicle 
certification. 
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Table 1. Fuel characteristics 

Property unit PN High PN Low E10 CERT 
RON - 95.5 96.3 96.4 
MON - 85.0 92.5 86 

Density at 15°C kg/m3 752.7 687.4 748.9 
Vapor Pressure (DVPE @ 37.8°C) kPa 61.5 62.3 57.3 

IBP °C 30.0 32.0 35.2 
FBP °C 205.0 181.2 189.0 
E70 %v/v 27.7 30.2 41.6 

E100 %v/v 50.2 65.6 55.3 
E150 %v/v 79.8 (1) 91.5 

Olefins %v/v 7.5 0.2 7.0 
Aromatics %v/v 33.5 0.1 28.4 
Ethanol %v/v 0.0 0.0 9.3 
Sulfur ppm 2.8 <3 3.6 

(1) Not available for this fuel

2.3 Engine bench setup 

CERTAM provided a 4-cylinder supercharged direct injection gasoline engine with 1.3L dis-
placement and variable valve timing and lift. After-treatment systems consisted of a close-coupled 
serial Three-Way Catalyst (TWC) and a first experimental GPF. The exhaust line was prolonged by 
a 2m long straight tube after which a second GPF was installed, followed by a back-pressure adjust-
ment valve. This can be seen in Fig. 2. As such, there was no fully representative effect of external 
vehicle aerodynamics on the exhaust thermal behavior, nor of backpressure since backpressure is 
regulated to a constant value for all tests. The GPF studied are summarily described in 2.6. Although 
the engine was provided with an open ECU, the calibration used for this test campaign was kept 
standard. 

The engine was linked to an asynchronous AVL ELIN charge machine (max power: 120kW, 
max torque: 500Nm, max rpm: 8000rpm) driven by AVL PUMA software. Simulated vehicle cycles 
computed from data recorded on chassis dynamometer test bench were applied to the engine. For 
cold tests, the engine was encased in a cold-box and its fluids (air, liquid, oil) were cooled to -10°C 
before each experiment, crankshaft temperature initial temperature was -5°C. The cold-box setup is 
represented in Fig. 3. During the cycle, cooling circuit and oil circuit were respectively regulated at 
90°C and 110°C. Engine parameters were constantly monitored during the experimentation. Engine 
out and post TWC exhaust were monitored using five gases HORIBA analyzers. A general overview 
of the experimental setup is given in Fig. 4. 

311



C. Larrieu, E. Laigle, C. Norsic, J. Hinault, D. Préterre and C. Chaillou

Fig. 2. GPF setup for engine bench tests, Close Coupled (CC) GPF in orange, Tailpipe (TP) GPF in green 

Fig. 3. Pictures of cold-box setup for -10°C engine bench tests 

Fig. 4. Detail of measuring points and analyzers for engine bench tests 

2.4 Cycle description 

Engine bench tests were run by simulating a purpose-built RDE cycle called RDE RTS95. 
This RDE cycle is based mainly on components of the RTS95 cycle (whose speed trace is 

shown in Fig. 5), performed with no slope and with slightly altered sections; its speed trace and main 
dynamic characteristics can be seen in Fig. 6 and Table 2 respectively. 
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Fig. 5. RTS95 cycle speed trace 

Fig. 6. RDE RTS95 cycle speed and slope trace 

Table 2. RDE RTS95 cycle dynamic characteristics 

Cycle RDE RTS95 
Average speed 51km/h 

City rate (1) 34% 
Stop time rate 9% 

Average acceleration 0.8m/s² 
Average deceleration -0.9m/s²

Time in dynamic conditions (2) 69% 
Relative Positive Acceleration 0.24m/s² 

Speed x Positive acceleration (3) 18.8m²/s3 
(1) Distance below 60km/h

(2) Acceleration > 0.2m/s² or deceleration < -0.2m/s²
(3) 95th value of speed x position acceleration

The analysis of results is conducted on the whole cycle as well as on individually identified 
phases that can be seen in Fig. 7. These are: 

• The first 42s of the cycle, which correspond to the duration from start to the first stop
• An Urban section composed of two repetitions of the RDE95 Urban phase, including

the first 42 seconds.
• A Road section composed of a non-specific road subsection immediately preceding the

Road section of the original RTS95 cycle.
• A Highway section composed of a non-specific Highway subsection immediately pre-

ceding the Highway section of the RTS95 cycle. In this case, the non-specific section is
very close to the following RT95 section in profile, with a slightly higher top speed and
correspondingly longer acceleration on the last speed peak.
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Fig. 7. RDE RTS95 cycle speed trace divided by analysis phases 

2.5 Vehicle testing 

2.5.1 Vehicle description 

A Euro 6 compliant vehicle, equipped from the factory with 1,2L 3 cylinders engine and close-
coupled TWC and GPF, has been prepared in order to have the possibility to add a second GPF 
placed at the tailpipe, after the muffler. An overview of the experimental setup on vehicle is given in 
Fig. 8. 

Fig. 8. Measuring points and analyzers for vehicle tests, with and without TP GPF 

2.5.2 Chassis Dynamometer description 

The tests were set up on a chassis dynamometer which is a full HORIBA installation, controlled 
by STAR VETS operating system, and meets regulatory requirements Euro 6d-Full for gasoline and 
Diesel engines vehicles. 

Dekati ELPI+ measurements were performed in the air intake hose and at the tailpipe with or 
without the second GPF. 

2.5.3 Road testing apparatus 

The vehicle was also tested on open road using a trailer equipped with two Dekati ELPI+ and a 
data logger to record On-Board Diagnostics signals (OBD), GPS, exhaust flow meter, as well as 
regulated pollutant values from an AVL MOVE Portable Emission Measurement System (PEMS). 
Particle measurements were performed in the air intake hose and at the tailpipe. The fully equipped 
trailer with the batteries required for autonomous operation weighed 475 kg and can be seen in Fig. 
9, along with the tailpipe GPF mounted. 

Fig. 9. Road test setup 
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2.5.4 Testing conditions 

All vehicle tests were performed in cold-start conditions after resting overnight at ambient tem-
perature. 

Coast down tests using the instrument trailer setup were performed in order to implement the 
same road load for chassis dynamometer tests as for open road tests. Because of safety limitations 
of the trailer frame, a speed limit of 110km/h is imposed for road tests, which was also implemented 
in chassis dynamometer cycle traces. 

2.6 GPF technologies 

The filters tested for the results presented were provided by two different manufacturers. Each 
manufacturer provided two versions of GPF (A and A+, B and B+) designed for different technical 
characteristics with regards to their FE to backpressure (BP) trade-off. 

These technologies were all tested individually in a single GPF setup. For double GPF setups, 
different configurations were investigated, first by testing all combinations of A and B (configurations 
grouped as Double GPF in result charts), and then by testing the A+ and B+ samples in tailpipe 
position combined with either A or B in close-coupled position (grouped as Double GPF + configura-
tions). 

3. Results and discussion

3.1 Engine Bench 

Tests are conducted with the setup and cycle described 2.3 and 2.4, in various combinations of 
the aforementioned GPF technologies, also combined with different fuels and different simulated am-
bient temperatures, as detailed in Table 3. Note that all tests are repeated twice and are numbered 
following the “Chart N°” references in the table. Tests with A+ or B+ samples in both CC and TP 
position were also run over the course of the campaign. However, their results are not any better or 
remarkable than those presented, hence they are omitted from this paper for the sake of brevity. 

Table 3. Engine bench test matrix for fuels, ambient temperatures and GPFs 

Objectives Chart N° Fuel Tamb GPF CC GPF TP 

Single GPF 
Fuel PN High 

-10°C

3 / 4 

PN 
High -10°C

A 

- 
5 / 6 A+ 
7 / 8 B 

9 / 10 B+ 

Double GPF 
Fuel PN High 

-10°C

11 / 12 

PN 
High -10°C

A A 
13 / 14 B B 
15 / 16 A B 
17 / 18 B A 

Double GPF+ 
Fuel PN High 

-10°C

19 / 20 

PN 
High -10°C

A A+ 
21 / 22 B B+ 
23 / 24 A B+ 
25 / 26 B A+ 

Double GPF+ 
Fuel PN High 

20°C 

35 / 36 

PN 
High 20°C 

A A+ 
37 / 38 B B+ 
39 / 40 A B+ 
41 / 42 B A+ 

Double GPF+ 
Fuel PN Low 

-10°C

43 / 44 

PN Low -10°C

A A+ 
45 / 46 B B+ 
47 / 48 A B+ 
49 / 50 B A+ 
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PN emissions for all tests in all 3 measurement locations are shown in Fig. 10. Given the high 
repeatability observed in emissions, and for the sake of result’s clarity, results will from now on be 
averaged by test pairs (3 / 4, 5 / 6, etc) when displaying more than 8 tests (that is, 4 configurations). 

Fig. 10. PN emissions on all chassis dynamometer tests 

3.1.1 Single GPF 

First, all filters provided were tested individually in the Close Coupled (CC) position to evaluate 
their baseline filtration efficiencies. They were tested only with the PN High fuel at an ambient tem-
perature of -10°C. 

Filtration efficiency results are presented in Fig. 11. 

Fig. 11. Filtration efficiency for PN10 for all GPF samples individually, Fuel PN High at -10°C 

These tests show high filtration efficiency values, consistent with known recent typical GPF 
technologies. Sample A displays a greater filtration efficiency than B, however samples A, A+ and B+ 
display very comparable filtration efficiencies. 

3.1.2 Double GPF 

All filters were then tested in configurations Double GPF (combinations of A and B samples) 
and Double GPF+ (with A+ and B+ samples in tailpipe position) in order to evaluate baseline gains 
from Double GPF technology as well as further potential gains using improved characteristics GPF 
samples. 

FE Results are presented in Fig. 12. 
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Fig. 12. Filtration efficiency for PN10 for all GPF combinations with Fuel PN High at -10°C 

All double GPF configurations tested display a high level of filtration efficiency overall, greater 
than 99.5%, regardless of the exact technologies used for each of the two filters. Except for the A/B+ 
combination, tailpipe GPF have higher FE compared to CC ones, regardless of whether the tailpipe 
GPF is an improved sample. All in all, the cumulated effect of both filters shows the potential of the 
Double GPF technology at the engine bench. Diving deeper into phases, temperatures and oxygen 
profiles for several tests at the close-coupled and tailpipe positions are displayed in Fig. 13. A red 
shade highlights the zone >600°C where soot combustion is likely to occur in case of availability of 
oxygen. 

Fig. 13. GPF temperature and oxygen profiles for both GPF positions on RDE RTS95 

There are multiple occasions for the CC GPF to burn particulate matter starting at 1100s (end 
of the Road section), and thus to generate additional PN, but there’s very little occasion for the tailpipe 
GPF to initiate soot burning (the only significant window being the accelerator release after the 
160km/h speed peak). 

To conclude this section, it is generally noted that Double GPF+ configurations perform slightly 
better overall than their respective Double GPF counterparts and will be the reference point going for-
ward in the article. 
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3.1.3 Impact of temperature and highlight of combustion occurrences 

Tests in Double GPF+ combinations (A or B as closed-coupled filter and A+ or B+ as tailpipe 
filter) with the reference high PN fuel were also conducted at 20°C. In general for this comparison, 
engine-out PN emissions are approximately divided by two for tests at 20°C compared to tests at -
10°C (as seen on Fig. 10). FE results are compared in Fig. 14. 

Fig. 14. Filtration efficiency for PN10 for Double GPF+ combinations with Fuel PN High at -10°C and 20°C 

It is notable that 20°C tests display negative average levels for Tailpipe (TP) PF filtration effi-
ciency, which means the PN count downstream of the TP GPF (G4 position) is higher than the PN 
count in G3 position, in between the two tested filters. Focusing on phase breakdowns (Fig. 15 to 
Fig. 17), it appears these negative filtration efficiencies of the TP filter are borne by the Highway 
phase, and impact negatively the overall filtration efficiency of the full filtration system. 

Of note, the Road phase displays reduced filtration efficiency of the CC filter at 20°C compared 
to -10°C, but the PN release due to combustion is retained by the tailpipe filter and does not signifi-
cantly impact the overall filtration efficiency. Please also note that some FE results are above 
99.995% and are displayed as 100.00% on graphics. 

Fig. 15. PN10 FE for Double GPF+ combinations with Fuel PN High at -10°C and 20°C – Urban phase 
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Fig. 16. PN10 FE for Double GPF+ combinations with Fuel PN High at -10°C and 20°C – Road phase 

Fig. 17. PN10 FE for Double GPF+ combinations with Fuel PN High at -10°C and 20°C – Highway phase 

A higher test temperature thus appears to negatively impact FE results primarily insofar as it 
facilitates soot combustion at the TP filter, despite lower engine-out emissions. 
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3.1.4 Impact of fuel 

Tests in Double GPF+ combinations (A or B as closed-coupled filter and A+ or B+ as tailpipe 
filter) at -10°C were also conducted with the PN Low fuel in order to compare with equivalent tests 
done with the reference PN High fuel. PN results in all positions are compared in Fig. 18, while FE 
results are in Fig. 19. 

Fig. 18. PN10 levels for Double GPF+ combinations with Fuel PN High and Low at -10°C 

Fig. 19. Filtration efficiency for PN10 for Double GPF+ combinations with Fuel PN High and Low at -10°C 

It is observed that PN levels are indeed lower at the engine out (by one order of magnitude 
approximately) when testing with the PN Low fuel. However, tailpipe levels are higher across all tests 
and the overall filtration efficiency is generally lowered using this fuel. Fig. 20 shows engine-out PN10 
sorted by size averaged over all tests, showing that the PN Low fuel is consistently producing lower 
PN levels compared to the PN High fuel, across the complete size spectrum, indicating that the effect 
observed is not due to a skewed PN spectrum distribution. 
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Fig. 20. Averaged engine-out PN10 spectrum with Fuel PN High and Low at -10°C 

However, on all PN Low tests, more significant amounts of combustion are observed, as can be 
seen by looking at FE results for Road and Highway phases in Fig. 21 and Fig. 22 respectively. This 
hints at structurally differing particulates based on fuel formulation specifically. At this point, no 
analysis has been conducted on soot samples to confirm this hypothesis, as this would have required 
invasive procedures likely to damage the sample filters during the campaign. 

Fig. 21. FE for PN10 for Double GPF+ combinations with Fuel PN High and Low at -10°C – Road phase 
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Fig. 22. FE for PN10 for Double GPF+ combinations with Fuel PN High and Low at -10°C – Highway phase 

Concluding this section, the main hypothesis is that the formulation of the PN Low fuel has an 
impact on the particulates’ composition and structure, and that these differences potentially reduce 
the soot regeneration temperature. As the formulation is in this case driven by the specific 
requirements from this specialty fuel (see 2.6; high distillation curve at 100°C and above, low FBP), 
this may not be an issue for more conventional fuels. Further testing could not be conducted with this 
fuel over the course of this campaign. 

3.1.5 PN nucleation phenomenon 

Fig. 23. Cumulative PN over time for 2 tests, showing a case of PN release in-between both GPF 

Over the course of engine bench testing, some events were observed during which PN of sizes 
0 to 23nm appears to be released from the CC GPF at the beginning of the Urban phase (120 to 220s 
approximately; see Fig. 23 for examples). These release peaks are not synchronized with inlet peaks 
and thus do not appear to be linked with a decreased FE at the start of the cycle after regeneration. 
However, they are highly dependent on fuel and ambient temperature. 

Temperatures at the CC GPF are displayed on Fig. 24 in the bottom graph, with highlights 
corresponding to the PN release spikes shown on the top graph. Given the temperatures observed 
coupled with NMHC measurements shown in Fig. 25 and Fig. 26 (with coloring based on observed 
PN release), the most likely explanation is as follows: 

• HC condensation: some HC slipping through the TWC at cold-start (based on fuel composi-
tion and test temperature) condensates in the GPF.

• Release: HC is released when GPF temperature reaches approximately 350°C.
• Nucleation: additional small-size PN is generated downstream the CC GPF and trapped by

the TP GPF.

> with PN release
upstream of TP
GPF on top
> without release
on bottom
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Fig. 24. Cumulative PN and temperature over time for a test, displaying a case of PN release; highlights on 
temperature spikes corresponding to PN spikes downstream of the CC GPF 

Fig. 25. NMHC on 42s phase for all tests, colored by amount of PN released after CC GPF for PN 0-10nm 

Fig. 26. NMHC on 42s phase for all tests, colored by amount of PN released after CC GPF for PN 10-23nm 

NMHC emissions at startup thus appear strongly correlated with this phenomenon in cold start 
conditions. However, this release does not significantly affect global FE in configurations using two 
GPF, as it is captured by the tailpipe GPF. 

No PN release 
5-30% of cumul inlet
50-120% of cumul inlet
150-500% of cumul inlet

No PN release 
5-30% of cumul inlet
50-120% of cumul inlet
150-500% of cumul inlet
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3.1.6 Optimal technology 

Based on these results, no individual GPF technology appears to perform significantly better 
with regards to filtration efficiency in a double GPF installation, although some more differences are 
noted either at 20°C or with a low PN fuel. The most optimal configuration from a FE standpoint 
appears to be using the GPF sample A in close-coupled position combined with the GPF sample 
A+ in tailpipe position. 

It is noted that soot burning events on the tailpipe GPF reduce this efficiency significantly, and 
a validation on vehicle with representative thermal behavior is thus desirable. It is also important to 
evaluate the impact of additional backpressure on engine performance, which could not be measured 
with the engine bench setup used. 

3.2 Vehicle testing 

Since passive regeneration of the tailpipe GPF is a rare case in engine bench testing presented 
in 3.1 due to there being a single regeneration window, and since the test setup is not representative 
of the tailpipe GPF aerothermal behavior and backpressure (see engine bench conditions described 
in 2.3), further testing on vehicle is necessary to investigate conditions at the tailpipe GPF and general 
efficiency of the system. These tests were run in the conditions described in 2.5. Tests were con-
ducted with the vehicle using its factory GPF combined with the A+ GPF installed in a tailpipe position 
at the back, and all performed with the E10 CERT fuel as described in 2.2. 

Types of tests included WLTC and RDE cycles on chassis dyno as well as RDE and Rouen-
Paris trips on the open road. 

The test matrix is shown in Table 4. 

Table 4. Vehicle test matrix 

Test medium Test N° Cycle GPF CC GPF TP 

Chassis Dyno 

1 / 2 WLTC Series - 3 / 4 RDE RTS95 
5 / 6 WLTC 

Series A+ 7 / 8 RDE RTS95 

Open Road 
9 / 10 RDE CERTAM Series A+ 11 / 12 /13 / 14 Rouen-Paris 

For the sake of analysis and comparison with other tests in the campaign, the WLTC cycle is 
split into 3 phases rather than the usual 4. The Urban phase as considered for analysis runs from 0 
to 590s while the Road phase runs from there until the start of the usual WLTC Extra High phase, 
which itself constitutes the Highway phase. As a reminder, all cycles are capped at 110 km/h due to 
safety limitations of the recording trailer. Consequently, chassis dynamometer cycles are displayed 
in Fig. 27 with this limitation as well as the specific phase division. 
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Fig. 27. Chassis dynamometer cycle traces with 110km/h speed limitation and specific 

Road tests consist of a compliant RDE cycle around CERTAM facilities (86km, 33% urban, 33% 
rural, 33% motorway; Fig. 28), as well as a 270km-long trip from Rouen to Paris and back (Fig. 29). 

Fig. 28. Road RDE route (source: CERTAM) 

Fig. 29. Rouen-Paris route (source: CERTAM) 
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3.2.1 Chassis Dynamometer validation and backpressure 

As the test vehicle was not instrumented for measurement of the full exhaust line backpressure, 
a direct evaluation of backpressures with and without TP GPF could not be carried out. In any case, 
such measurement would not have been representative of a production-ready solution anyways since 
the installation of the TP GPF was further out than could be expected, after the unmodified mufflers 
of the vehicle. 

Nonetheless, the vehicle was able to comply with the RDE RTS 95 speed trace and acceleration 
levels with the added inertia of the measurement trailer, which indicates no major adverse effect on 
engine power. 

Furthermore, Chassis Dynamometer tests were analyzed for fuel consumption in realistic con-
ditions to evaluate any potential impact of backpressure (as a reminder, backpressure was regulated 
at a fixed value for the engine bench campaign, see 2.3). CO2 results for CD tests are displayed in 
Fig. 30. 

Fig. 30. CO2 emissions on chassis dynamometer tests by phase 

The results indicate that no increase in fuel consumption was observed using the double GPF 
setup on vehicle over the course of one cycle. Other gaseous pollutants display no adverse effect 
from this setup but are not the focus of this article and will not be presented. 

3.2.2 Overall results on vehicle

To begin with results analysis, tailpipe GPF temperatures were measured on vehicle tests in 
order to evaluate the risk of soot burning occurrences. These temperatures are displayed in Fig. 31 
and show that no significant passive regeneration should occur at the tailpipe GPF since tempera-
tures only reach 400°C in this location at the maximum, despite the heavy load incurred by the trailer. 

Fig. 31. Tailpipe GPF temperatures on vehicle tests 
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PN results are shown for all vehicle tests in Fig. 32, with spectrum in Fig 33, both for tailpipe 
emissions and for PN as measured in the air intake of the engine, upstream of the air filter. Of note, 
Double GPF tests display consistent tailpipe emission levels between chassis dyno and open road 
conditions. On the other hand, chassis dyno tests always have significantly lower ambient PN levels 
than road tests due to the dynamometer facility’s Heating Ventilation and Air Conditioning (HVAC) 
filtering systems. Road tests are showing lower averaged levels of particulates number at the tailpipe 
compared to ambient ones whatever the cycles. 

Fig. 32. Ambient and Tailpipe PN10 levels for vehicle tests 

Fig 33. Spectrum of ambient and tailpipe PN levels for vehicle tests 

Due to the limitations of the testing setup (no possibility to carry intermediate ELPIs to measure 
PN concentrations upstream of the CC GPF or in between the 2 GPF), a direct FE measurement 
cannot be performed. However, using a comparison of equivalent Single and Double GPF tests, an 
estimation of the FE of the tailpipe GPF can be made. This estimation is displayed in Fig. 34 and 
shows that the tailpipe GPF alone consistently reaches above 97% FE for PN on most phases and 
sizes, which is consistent with observations on engine bench. 
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Fig. 34. FE estimation of tailpipe GPF in vehicle tests, by spectrum 

In Fig. 35, PN10 results have been displayed per road segment of the Rouen-Paris route, for 
each of the four trips performed on this route. It is to be noted that ambient PN10 levels display a high 
variance. Despite this, all segments except the cold-start segment in two out of the four and one 
segment of A15 s13 – N184 exhibit lower PN10 levels at the tailpipe compared to ambient levels. In 
all, 94% of the segments exhibit lower tailpipe PN10 levels compared to ambient ones. 

Fig. 35. Ambient and Tailpipe PN10 levels for Rouen-Paris tests, by road segment 

These results confirm observations from engine bench testing: in the absence of conditions 
suitable for the regeneration of the tailpipe filter, the FE of the Double GPF system is very high, 
allowing for consistently lower-than-ambient PN levels at the tailpipe of the vehicle. 

Conclusions 
As a conclusion, after displaying encouraging baseline results obtained on engine bench show-

ing that the serial mounting of two GPF could significantly improve the Filtration Efficiency of the partic-
ulate filtration system (above 99.5% for reference cases for all filter technologies), the road testing 
achieved consistently lower averaged tailpipe particulate concentrations compared to ambient ones. For 
road segments, 49 over 52 segments have lower tailpipe PN emission compared to ambient ones show-
ing the benefit of Double GPF technology. Over the course of this study, some noteworthy points were 
observed. 

First, it seems that the system consistently allows for lower-than-ambient PN levels out of the 
vehicle tailpipe as long as regeneration events are avoided at the tailpipe filter, as these may be source 
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of additional PN release events. Tests with higher ambient temperatures illustrated this fact by displaying 
lower FE compared to base cases due to regenerations on highway. 

Second, variations in results were observed based on test temperature and fuel which are not 
attributable to the non-representative aerothermal behavior: notably, increased regeneration occur-
rences were noted on a low PN fuel despite the exhaust temperatures being generally slightly lower. 
This in turn led to a decrease in FE and even cases of increased PN emissions at the tailpipe despite 
lower emissions from the engine. Further investigation into the soot composition could validate or not 
the hypothesis of particulate composition on the regeneration temperature. However, in the context of a 
vehicle installation, this is not likely to constitute a development hurdle as tailpipe GPF temperatures 
were shown to be significantly lower still. 

Furthermore, PN release events from the close-coupled GPF at the very beginning of some test 
cycles were shown to increase with ambient temperature and depending on fuel. A mechanism of TWC 
slippage, condensation and nucleation for these events has been proposed in the article and might be 
the subject of a further test campaign. 

However, in view of an implementation on vehicle, this raises the question of whether the loading 
of this tailpipe GPF can become an issue (backpressure and thus fuel consumption), or if volume flow 
rate is low enough (due to temperature conditions) that it will not be an issue. In any case, further inves-
tigation into backpressure levels is required to better understand how a production-ready exhaust with 
double GPF would impact engine performance. If needed, the second GPF’s regeneration could be 
dealt with as part of the maintenance schedule given the relatively low particulate mass reaching it 
compared to what a single GPF would be exposed to. Other solutions could include fitting this tailpipe 
GPF in a controlled bypass to be able to control its regenerations and limit PN emission peaks, or even 
using an on-board ozone generator to trigger low-combustion speed, low-temperature regenerations 
when required. This would require further prototyping and investigation to evaluate the feasibility, con-
trollability, and efficiency with regards to combustion and potential PN release. 

Overall, vehicle results displayed in this article are nonetheless highly encouraging in the scope 
of the A-EAT project in order to provide an exhaust aftertreatment system able to reduce gaseous and 
particulate exhaust emissions beyond upcoming standards with the goal of contributing towards improv-
ing urban air quality. 
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Abstract 

This article focuses the attention on the approach and methodology to predict the risk of deposits 
created within an advanced exhaust after-treatment system (ATS) in the automotive field such as 
Selective Catalytic Reduction (SCR) with urea injection to decrease the emission of pollutants. 

The simulation methodologies need to describe the UWS (urea water solution) conversion into 
ammonia, its mixing with exhaust gases and the possible formation of harmful solid deposits due to 
incomplete decomposition. Predictive simulations can help to meet the upcoming EU emission 
regulations in a cost-effective manner, saving time and providing precise results following the industry 
pace. 

The work is carried out with the purpose of developing and validating, using the CFD software 
CONVERGE, a 3D-CFD methodology which assesses a deposit risk index able to identify the areas of 
the system where urea deposit formation is expected. 

The ATS system used for this study is from off-road applications composed by a diesel oxidation 
catalyst (DOC) followed by a urea vaporization module (UVM), a UWS injector and four SCR on-filter 
(SCRoF). 

The performance of the ATS system is evaluated in terms of UWS spray modelling, liquid film 
development, wall temperature and spray-impinged surfaces. The conjugate heat transfer (CHT) 
approach is used to analyze droplet impingement on walls in detail. Moreover, fixed flow and super-
cycling techniques are implemented to accelerate film deposition and to simulate larger physical times 
in reasonable computational times.  

An in-depth sensitivity analysis was conducted on injector modelling, droplet motion and deposit risk 
index calibration.  

The 3D thermal maps, deposit risk index results and deposits’ location obtained from the simulations 
are compared with experimental measurements over five different engine operating points showing 
reasonable matching. 

1. Introduction
EU has introduced European Emission Standards, which are legislations imposed on vehicles 

for coping with the increasing environmental pollution; these standards are defined in a series of 
European directives, which have become progressively more and more stringent [1]. 

The Diesel after-treatment system (ATS) structure considered in this work includes three main 
components. The first two components are a Diesel Oxidation Catalyst (DOC) and a SCRoF (SCR on 
filter) that permitted to control NOx (nitrogen oxides) through the injection of a urea-water solution (UWS 
32.5 wt.-% urea) commonly called AdBlue® or diesel exhaust fluid DEF and at the same time the PM 
(particulate matter or soot) emissions from diesel engines, on a single substrate [2].  

The third component, not considered in this analysis, is a second SCR unit paired with a Clean 
Up Catalyst (CUC) to limit additional emissions. This approach will also see the introduction of multiple 
DEF dosing points to increase overall deNOx performance and ensure additional flexibility in the control 
of the system [2]. 

To ensure optimal performance of the SCR catalysts, it is crucial to complete the UWS 
thermolysis reaction within the mixing section of the exhaust system. Failure to achieve its complete 
decomposition can result in a cascade of undesirable secondary reactions, leading to the formation of 
solid byproducts like biuret, cyanuric acid or ammelide which can be formed from the liquid film on the 
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walls of the exhaust system [3]. The presence of these solid deposits not only leads to the inefficient 
utilization of urea but also diminishes the catalyst conversion efficiency, increases back pressure, 
decreases ammonia uniformity and could potentially cause corrosion of stainless-steel components. 
Additionally, the deposits can adversely affect the development of the urea spray and the interaction 
between the spray and the mixing element, further compromising the effectiveness of the nitrogen 
oxides conversion process [4].  

This work has the aim to provide an effective and useful Computational Fluid-Dynamics (CFD) 
methodology, which can correctly predict the risk of urea deposits generation on the inner walls and 
mixer surfaces of complex ATS system geometries. Developing a functional predictive methodology can 
help meet the upcoming emission regulations cost-effectively, thus saving time, and providing more 
quickly correct results on complex geometry designs [5].  

Obtained results must be detailed to predict where the deposits would form and fast enough to 
follow the design pace. Urea deposit creation is a crucial challenge regarding Diesel exhaust after-
treatment systems: producers have ways of dealing with this problem, but currently there is no real 
solution [4]. 

The methodology developed in this research will be validated on a complex ATS system 
designed for off-road applications, using the CONVERGE CFD software. 

The study’s main objective is to accurately model the UWS spray, liquid film development, wall 
temperature, and surface impingement to replicate experimental conditions in a simulation environment 
with high fidelity.  

The data collected from the simulation will be compared with experimental measurements taken 
from five different engine operating points to ensure that the 3D-CFD methodology produces deposits’ 
locations results that are consistent with the experiments. 

2. Experimental setup: engine test setup
This research concerns the UWS deposit risk evaluation performed on the ATS system adopted in 
conjunction with an engine for off-road applications. 

The engine’s primary application is in the agricultural sector powering vehicles such as 4WD 
tractors, forage harvesters and combines, which need high power and torque values. It is equipped with 
a high-efficiency SCR exhaust gas aftertreatment system. The layout, depicted schematically in Fig. 1, 
provides that the exhaust gas enters the ATS system from the inlet pipe and then goes through the 
DOC, the flow is then accelerated by the swirler mounted on the top of the mixer unit (this process is 
crucial to obtain the proper conditions to inject the UWS spray). The swirled flow can increase the speed 
of the injected droplets and helps mix them with the exhaust gas, assuring a high efficiency of the 
system. The mixing of the spray with the flow happens in the inner chamber of the mixer, which is 
equipped on the outer side with heat exchanger fins. The drops will impact mainly on the walls of this 
internal part, leading to large temperature drops, deposition of film and, eventually, nucleation of urea 
deposits. 

The flow then passes in the terminal drilled part of the mixer, which permits the exhaust gas 
mixed with the urea drops to go through the four SCRoF units mounted in the system, capable of 
enhancing soot oxidation and reduce NOx molecules. Each SCRoF is then followed by an additional 
SCR combined with a CUC (Clean-Up Catalyst), whose aim is to prevent the unreacted ammonia from 
slipping from the catalyst and preventing additional undesirable emissions at the tailpipe. These last 
catalysts are not part of this work, as the computational domain considered ends at the SCRoF outlet. 

Fig. 1. Scheme of the ATS architecture considered in this research 
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This ATS configuration can greatly reduce the amount of NOx and PM ejected in the 
atmosphere, which constitutes the main issue with Diesel heavy-duty engines. 

However, this system shows a weak point in case of high exhaust mass flow (at high engine 
speed) combined with high surface spray loading (SSL) of the impinged areas. In fact, in this condition, 
the spray is deflected towards the inner walls of the mixer by very high centrifugal forces, which are 
caused by the remarkable swirling effect obtained in the system at high engine speed. This process 
leads to high film deposition on the walls and to an eventual urea deposit creation, which could lead to 
considerable drawbacks in DeNOx performance and overall efficiency of the ATS system. 

This phenomenon is very difficult to predict efficiently due to the high cost and the long time 
required for performing detailed experimental measurements in each critical engine operating point. 
Furthermore, the urea deposit phenomena involve a complex series of chemical reactions that can occur 
in very different conditions, depending on various combinations of exhaust mass flow, the temperature 
of the ATS system, UWS dosing and SSL of the walls. 

The most functional way to deal with this issue is to adopt the CFD approach: the goal is to 
obtain useful data performing cost and time-effective simulations, capable of modelling 3D sprays and 
fluid flows in virtually any condition or engine operating point in a very early phase of the design, thus 
eliminating the need of expensive test-bench experiments. 

The experimental data used to validate this research are collected thanks to a dedicated 
experimental rig. The mixer unit used for the experiments is instrumented with a set of 36 thermocouples 
which are positioned at different points of the device giving the possibility of extrapolating a temperature 
map of the mixer walls necessary for the comparison between bench and simulation results, as shown 
in Fig. 2. 

Fig. 2. Mixing pipe instrumentation with thermocouples 

The inlet of the system, which represents the DOC (diesel oxidation catalyst) outlet, is created 
using a flanged connection, allowing the hot exhaust gas to flow in the mixer unit installed on the 
experimental rig. The wires that convey the thermocouples measurements are insulated and leave the 
module through completely sealed connections. 

The data concerning the urea deposits formation and their specific position inside the UVM unit 
are collected thanks to an endoscope camera and an electric light source, which are mounted on the 
sides of the UWS injector tip, as shown in Fig. 3. The light source is necessary to enlighten the inner 
chamber, which would otherwise be too dark and would not allow to see the location of the deposits. 

An example of the deposit photos that it is possible to capture with this setup is shown in Fig. 
4, which depicts the mixer unit at the beginning of the test and after 20 min, where the deposits are 
already clearly visible (white layer on the UVM internal walls). 

Fig. 3. Test bench setup Fig. 4. Example of mixing pipe visualization 
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2.1. Experimental data 

Fig. 5. Engine map and operating points 

Table 1. Operating points 

OP Engine speed 
w.r.t. max

Load Exh Temp 
°C 

Alpha Deposits 
observed 

1 90% 50% 380 1.0 Yes 
2 60% 25% 380 1.0 No 
3 60% 15% 280 1.0 Yes 
4 80% 33% 380 1.0 Yes 
5 80% 10% 280 1.0 No 

The operating points represented in Fig. 5 and listed in Table 1 are characterised by very different 
values of the exhaust gas mass flow (resulting from the engine speed and torque), Ad-Blue dosing and 
temperature, to cover a very wide range of operating conditions. Alpha represents the ratio between the 
injected urea and the theoretical urea to fully reduce the NOx in the exhaust gases. 

Starting from a certain constant temperature, due to the vaporization energy the mixer surface 
temperature declines, dependent on the dosed amount of DEF, the impinged surface area and the heat 
transfer from the exhaust gas to the spray loaded surface area. This means that a steep decline in 
temperature can be critical and can lead to urea deposit formation. 

Regarding the mass flow, instead, a typical mixer weak point is at low flow condition: this means 
that the higher the gas speed, the higher the deposit resistance. The UVM unit, instead, shows a 
completely opposite behaviour, thus a high mass flow condition is critical in the high engine speed point, 
because the high swirling gas opens the DEF spray resulting in high SSL. 

3. Virtual model
The fluid dynamics (CFD) consists of the analysis of systems involving fluid flows, heat transfer and 
resulting chemical reactions employing computer-based simulations run on dedicated software. [6] The 
simulations on the SCR mixing system architecture previously described was carried out with the 
commercial CFD code of CONVERGE CFD software. 

In these research Adaptive Mesh Refinement (AMR) is used to refine the mesh during the 
simulation in areas with complex phenomena considering a base grid size and adding fixed refinements 
in specific locations. A proper mesh has been found to be critical to correctly capture the spray 
impingement with a base grid size of 12 mm and refinement in critical zone like injector. 

RANS equations have been implemented, with RNG (Renormalization Group) k-ε as turbulence 
model [6]. 
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In simulations of urea-based SCR systems, the wall temperature is fundamental to predict urea-
derived deposits, the locations of spray impingement, film accumulation and evaporation rates. Due to 
the much longer thermal timescale in metal walls compared to gas, a quasi-steady state is not reached 
in the metal nearly as quickly as in the gas. This gives the chance to adopt a fixed flow approach for the 
gas phase in order to speed up the simulation [6]. 

Conjugate heat transfer (CHT) is used when heat transfer occurs simultaneously within and 
between fluid and solid regions. The predominant mode of heat transfer in fluids is convection, while the 
predominant mode of heat transfer in solids is conduction, thus 3D CHT models are implemented in the 
simulations to solve the heat transfer in both the fluid and solid regions [6]. 

In the case of an exhaust after-treatment simulation with a urea-water solution spray, super-
cycling is the proper technique to deal with the widely varying time scales of the phenomena happening 
during the simulation. For instance, spray transport takes some milliseconds, while wall cooling, film 
movement, and deposit formation can take from minutes to hours. Super-cycling allows the metal to 
quickly reach a statistically steady temperature for pulsed sprays without modifying the metal-specific 
heat at constant pressure (cp) [6]. 

The UWS injector has been modelled using the information coming from the injector supplier in 
terms of geometric characteristics, such as number of holes, holes diameter and position, and spray 
characteristics, such as the Sauter Mean Diameter (SMD) and the spray velocity. 

The spray velocity specifically has been found to be critical for this particular application where 
a strong flow dynamic is involved and required a dedicated calibration in order to correctly match the 
impingement area. In fact, by using the original value of spray velocity it was not possible to model 
properly the spray inertia, which was instead correctly obtained by halving the experimental spray 
velocity. 

Two models are commonly considered to simulate urea decomposition: thermal decomposition 
and molten solid. The thermal decomposition model is based on semi-detailed kinetics and accounts for 
the decomposition of urea in both the solid and aqueous phases, and it can predict the polymerization 
of urea decomposition by-products to form solid deposits of biuret, ammelide, melamine and cyanuric 
acid. The molten solid model, instead, is a simpler model as only two correlations are used: the Frossling 
correlation models the evaporation of the water contained in the UWS, while an Arrhenius correlation 
models the decomposition of the urea (NH2)2CO into ammonia (NH3) and isocyanic acid (HNCO). The 
molten solid model has been selected and used in this activity as it offers the best computational 
efficiency with an acceptable level of accuracy. 

  Kuhnke and the Bai-Gosman models have been tested and compared to simulate the droplets-
wall interaction, which is crucial to let the urea deposits create on the inner wall surfaces. The tests 
performed show that even if both models can effectively mimic the spray impingement, the Kuhnke 
model is able to obtain a faster temperature drop. This allows to obtain very soon the correct temperature 
range and the near-wall HNCO mass fraction condition in which deposits nucleate. 

After the most effective model is selected, a precise calibration of the main parameters that 
regulate the droplets’ behaviour is required. To obtain a CFD setup which can model the spray-wall 
interaction regardless of the wall temperature in a specific engine operating point, a critical temperature 
value equal to 1.37 has been chosen for commercial UWS, according to the chemical correlation 
proposed by Birkhold in 2007. [7] 

A User-Defined Function (UDF) is a subroutine used to evaluate the risk of deposit formation 
on the surfaces impacted by the UWS and the index is evaluated from 1 to 7 considering: wall film 
pathways, initial footprint, wall film dynamics, wall film thickness, wall film velocity, wall film temperature, 
urea concentration, HNCO concentration level. 

The criteria which establish the risk index are: 
1. NO RISK: the liquid film thickness is lower than the critical value and the film temperature is higher

than the Leidenfrost temperature (247 [°C]);
2. FILM TRANSPORT: the liquid film velocity is higher than the critical velocity value;
3. CRYSTALLIZATION RISK: the liquid film temperature is lower than 133 [°C] and the urea chemical

concentration is lower than the critical value;
4. CRYSTALLIZING UREA the liquid film temperature is lower than 133 [°C] and the urea chemical

concentration is higher than the critical value. Since the critical concentration is temperature-
dependent it is calculated cell-wise;

5. SLOW UREA DECOMPOSITION: urea decomposes at temperatures above its crystallisation
temperature 133 [°C]. However, since a significant urea mass loss is not observed below
temperatures of 160 [°C], within these temperature values there is a “slow urea decomposition”;
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6. FAST UREA DECOMPOSITION: within wall film temperatures of 160 [°C] and Leidenfrost
temperature, urea decomposition rates increase significantly. In this condition, secondary reactions
start to become relevant;

7. SECONDARY REACTIONS: within wall film temperatures of 160 [°C] and Leidenfrost temperature,
urea decomposition secondary reactions become relevant and the isocyanic acid concentration is
higher than the critical level leads to the formation of by-products: biuret, cyanuric acid, ammelide,
ammeline and melamine.

Given that the urea deposit risk is considered to be high for the level 7 only, particular attention should 
be given to the level 6 as well, as the flow condition would potentially result in deposit risk depending on 
the isocyanic acid concentration. For this activity, a value of 0.0005 has been selected and used for all 
operating points after calibration with experimental data. 

4. Model validation: simulations results

4.1 Operating Point 1 

Table 2 summarizes the data related to the first engine operating point. 

Table 2. Operating Point 1 

OP Engine speed 
w.r.t. max

Load Exh Temp 
°C

Alpha Deposits 
observed 

1 90% 50% 380 1.0 Yes 

A preliminary analysis of the flow field, as depicted in Fig. 6, has been initially performed in 
order to evaluate the swirl level and the flow dynamic inside of the UVM, which shows a high-speed 
zone (about 90 [m/s]) in the region immediately after the swirler region. 

Fig. 6. Velocity field of OP1 
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Fig. 7. OP1 temperature maps: experiment (left) and simulation (right) 

This behavior is correct and can model the droplets’ motion after the injection in an acceptable 
way. They impact on the wall of the UVM internal region at about 120 ÷ 150 [mm] from the top side of 
the swirler module, which will be used as a reference point to compare the experimental and the 
simulated deposit location. 

The accuracy of the simulated drops impingement is demonstrated by the comparison between 
the experimental and modelled UVM thermal maps, as shown in Fig. 7. To improve the visualization of 
these results, only the UVM internal part will be shown: it is possible to see that the lower temperature 
zones, which correspond with the main impinged zones, match correctly, with a slight deviation in the 
very first part of the mixing pipe. 

Fig. 8 shows, instead, a detailed view of the internal side of the UVM initial zone. In the lower 
temperature zone, the HNCO mass fraction is higher than the critical value (0.0005 obtained from bench 
test), thus the conditions that lead to the onset of the deposit are satisfied right at about 120 ÷ 150 [mm] 
from the top side of the swirler. 

Fig. 8. OP1 temperature and HNCO concentration 
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Fig. 9. OP1 deposit formation: experimental (left) and simulation (right) 

The comparison of the deposits’ experimental photos and the visualization of the deposit risk 
depicted in Fig. 9 proves that the model has correctly predicted the locations where the urea 
decomposition secondary reactions take place, highlighted by the red zone. 

After ten injections, it can be clearly seen that most of the inner wall surface is at a risk level of 
1. This is because the liquid film thickness is lower than the critical value, which means that the wall
surface is not well-covered by the liquid film. Additionally, the film temperature is higher than the
Leidenfrost temperature, which means that the liquid is boiling off too quickly.

However, in the area with the right temperature and HNCO concentration, which is identified by 
a risk level of 7, there is a significant presence of secondary reactions and by-products, thus resulting 
in a high risk of UWS deposits creation. 

In the next sections, results will be described less extensively, as general considerations as 
described in more detail in this section can still apply. 

4.2 Operating Point 2 

Table 3. Operating Point 2 

OP Engine speed 
w.r.t. max

Load Exh Temp 
°C

Alpha Deposits 
observed 

2 60% 25% 380 1.0 No 

The comparison of temperature field and deposit formation for OP2 is reported in Fig. 10. 
The temperature map shows that in this case, although the temperature magnitude matches 

closely, the main impingement area is not perfectly captured, as the simulation shows a higher 
temperature reduction in an upper area of the mixing pipe. Nevertheless, due to the too high wall 
temperature, no deposits are observed both in the simulation and in the experiment (Fig. 11). 

Fig. 10. OP2 temperature maps: exp (left) 
and sim (right) 

Fig. 11. OP2 deposit formation: exp (left) and sim (right) 
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Fig. 12. OP2 temperature and HNCO concentration 

The internal UVM initial zone is shown in Fig. 12 for comparison. Although the HNCO mass 
fraction is higher than the critical one in the lower temperature zone, the temperature level remains 
higher than the Leidenfrost one, resulting in no deposit nucleation from the wall film. 

4.3 Operating Point 3 

Table 4. Operating Point 3 

OP Engine speed 
w.r.t. max

Load Exh Temp 
°C

Alpha Deposits 
observed 

3 60% 15% 280 1.0 Yes 

A proper match between the experimental and the simulated temperature field is observed for OP3, 
both in terms of temperature magnitude and distribution, as shown in Fig. 13. 

The deposit formation area is also correctly captured, although the simulation shows a wider 
area (Fig. 14). 

A focus on the impinged area is shown in Fig. 15, which shows how the mass fraction of 
isocyanic acid is very high due to the simulated conditions, leading to the wide area depicted with deposit 
risk of level 7. 

Fig. 15. OP3 temperature and HNCO concentration 

Fig. 13. OP3 temperature maps: exp 
(left) and sim (right) 

Fig. 14. OP3 deposit formation: exp (left) and sim (right) 
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4.4 Operating Point 4 

Table 5. Operating Point 4 

OP Engine speed 
w.r.t. max

Load Exh Temp 
°C

Alpha Deposits 
observed 

4 80% 33% 380 1.0 Yes 

A nice fit of the temperature magnitude and distribution is observed for OP4 as well, as shown in Fig. 
16. Also, the presence and position of the deposit formation is well captured (Fig. 17).

A focus on the impinged area is represented in Fig. 18, where it can be observed that in 
correspondence of the low temperature area the critical isocyanic acid concentration is also overcome, 
leading to the deposit risk of level 7. This risk zone configuration suggests that, by significantly 
increasing the number of injections, the entire risk zone 6 would reach level 7, becoming more 
representative of the deposits found on the test bench. 

Fig. 18. OP4 temperature and HNCO concentration 

4.5 Operating Point 5 

Table 6. Operating Point 5 

OP Engine speed 
w.r.t. max

Load Exh Temp 
°C 

Alpha Deposits 
observed 

5 80% 10% 280 1.0 No 

A good match of the temperature field is observed for OP5 as well (Fig. 19). 
However, while in the experiments no deposits were observed, the simulation shows an area 

with risk factor of level 7, as depicted in Fig. 20. Anyway, it can be noticed that the area with risk level 
6 more than doubles the one with level 7, as a hint that fast urea decomposition is the main phenomenon 
here. 

Fig. 16. OP4 temperature maps: exp 
(left) and sim (right) 

Fig. 17. OP4 deposit formation: exp (left) and sim (right) 
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Fig. 21. OP5 temperature and HNCO concentration 

The internal UVM zone where the main impingement occurs is shown in Fig. 21. Although the 
temperature level is way lower than the Leidenfrost one, the isocyanic acid concentration remains lower 
than the critical value in most of the impinged zone, resulting in fast decomposition and therefore no-
deposit onset condition from the wall film. 

5. Conclusions and future development
 The purpose of this work was to provide an effective and useful 3D-CFD methodology, which 

can correctly predict the risk of UWS deposits generation on the inner walls and mixer surfaces of 
complex ATS system geometries. The presence of deposits implies inefficient utilization of urea, 
diminished catalyst conversion efficiency and potential corrosion of stainless-steel components. 

The proposed CFD methodology has been tested over five different operating points to evaluate 
the performance of the analyzed ATS system in terms of UWS spray modelling, liquid film development, 
wall temperature and spray-impinged surfaces and comparing results with test bench. 

The comparison between simulation results and experimental measurements has shown a 
satisfactory and promising coherency. In most of the examined engine operating points, the 3D thermal 
maps matched closely the data retrieved by the thermocouples positioned on the test ATS geometry. 
This means that the injected UWS spray has been modelled correctly and that the mesh grid used for 
the model has been capable of capturing reasonably well the complex droplet motion. Moreover, the 
deposit risk index outcomes have proven that this CFD methodology can consistently identify the areas 
of the systems where urea deposit formation is expected, which corresponds to the ones revealed by 
the deposit photos collected on the test bench. Only the last operating point analyzed did not show a 
perfect correlation between simulation (high risk) and measurements (no deposits). 

The data gathered suggest that there is still room for improvement in the presented 
methodology. In some operating points, the droplet motion is not completely accurate, and this can be 
caused by the adopted mesh grid. Even though the ATS geometry was analyzed using an 11.5 million 
cells mesh, obtained enabling fixed embeddings and adaptive mesh refinements, it’s possible that an 
even finer grid could be needed to replicate the behavior of the turbulent droplets. 

Fig. 19. OP5 temperature maps: exp 
(left) and sim (right) 

Fig. 20. OP5 deposit formation: exp (left) and sim (right) 

342



S. Andreoli, A. Gallo, S. Langridge, R. Schlegel

The injector modeling, specifically the initial droplet velocity and droplet diameter, is another 
area that needs more research. These values have been set to replicate the experimental rig conditions. 
However, they could completely alter the impingement zone of the UWS spray: this means that, if an 
injector produced by a company is being simulated, a comprehensive data sheet is required to impose 
the correct injector characteristics in the simulations. 
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Abstract. With the current ongoing global restriction of carbon dioxide (CO2) emissions of internal com-
bustion engines (ICE), vehicle and engine manufacturers are currently looking for alternative forms of 
energy. Besides electric propulsion and fuel cells, Hydrogen (H2) driven internal combustion engines 
are expected to play an important role in the near future. The transition from fossil fuelled to H2 fueled 
engines poses several challenges to automotive manufacturers. Besides the adaption of engines to new 
fuel properties and the upgrade of test cells to new safety requirements, the different exhaust gas com-
position also requires a modification in the testing equipment for exhaust gas monitoring and type ap-
proval testing. Measurement ranges need to be adapted to different interfering components. Also new 
components like H2 or water (H2O) might be of interest especially for research and development pur-
poses. Modification of current exhaust gas analyzers will be discussed and validated. Moreover, new 
methods for additional components will be discussed. 

1. Introduction
Fossil fueled internal combustion engines will be strongly restricted in the near future for light duty as
well as for heavy duty vehicles. For instance, the European Parliament decided that all passenger
cars sold from 2035 in the European union need to be carbon dioxide (CO2) neutral [1]. For trucks,
busses and heavy duty vehicles CO2 emissions shall be reduced by 90% until 2040 [2]. Moreover,
the US and China agreed on a strong reduction of greenhouse gases as well.

For that reason, engine and vehicle manufacturers are currently under big pressure to search
for alternative propulsion systems. The light duty market in Europe currently mainly concentrates on
electric propulsion; fuel cells, H2 or other alternative fuels play a minor role. In contrast to that, the
heavy duty market is more divers. Electrified vehicles will play an important role in urban regions,
while for long distances fuel cells and H2 ICE engines enjoy more relevance. Biofuels like for instance
methanol are of increasing interest, like for example in the Scandinavian region. For non-road mobile
machinery, fossil fueled engines will remain in the near and mid-term future. Various additional fuels
like methanol, propane or hydrogen are considered as well, depending on the application. Also elec-
tric propulsion is used, for instance for boats or inland ferries. Fuel cells currently play a minor role
due to the heavy weight and the high R&D effort.

Hence, H2 ICE engines will especially in the near and mid-term future be a technology of interest,
with the global market for H2 ICE engine currently growing with a compound annual growth rate of
approximately 10% [3]. One big advantage for engine manufacturers compared to other propulsion
systems is the comparatively small development effort and low investment costs for new testing fa-
cilities. Nevertheless, there is a number of modifications necessary for the conversion to H2 as fuel.
Engine concepts have to be adapted to new fuel properties like density, heat capacity or combustion
temperature. This does not only effect the engine performance, but also concentration of different
exhaust gas components. For instance, water concentration might reach values up to 35% and also
high values of nitrous oxides due to possibly higher combustion temperature can occur.

Conventionally used technologies in exhaust gas monitoring are non-disperse-infrared spectros-
copy (NDIR) for carbon monoxide (CO) and carbon dioxide (CO2) measurements and chemilumines-
cence detection (CLD) for nitrous oxides (NOx) measurements [4,5]. They allow accurate, highly time
resolved measurements and are accepted in global regulations for exhaust gas monitoring [6,7].
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However, the higher water concentration leads to interference and quench effects [10], which need 
to be compensated with appropriate methods. Considering also new regulated components like am-
monia (NH3) or nitrous oxide (N2O), additional technologies like Fourier-Transformed Infrared Spec-
troscopy (FTIR) [8,9] or laser-based technologies become relevant [11]. 

Besides that, additional components like hydrogen (H2) or water (H2O) are of interest. Applica-
tions for H2 measurements are for instance the determination of engine performance or the H2 slip. 
Moreover, it is used for safety measurement at the tailpipe, like for instance described in the Global 
Technical Regulation 13 for H2 and fuel cell engines  [12]. However, methods for H2 monitoring are 
limited. Infrared spectroscopy does not apply to non-polar molecules like H2, oxygen or nitrogen. 
Raman spectroscopy [8] is sensitive to H2 but can typically only be applied in the percent range. Gas 
chromatographs allow H2 monitoring with high accuracy, but show a response time of several minutes 
and are therefore not suited for automotive applications. The thermal conductivity method is a well-
established in process gas analysis, but it also does not meet automotive response time requirements 
and shows various interferences to all other exhaust gas components. One technology which seems 
to be beneficial is mass spectroscopy. With its high accuracy, low interference and fast response 
time, it meets the requirements for automotive applications.  

Water measurements are of interest for the determination of exhaust gas recirculation ratio, to 
get full engine balance, for dry-wet correction or for the interference correction. Capacitive or electro-
chemical sensors have low costs, but they are limited in respect to response time in the range of 
minutes. Better suited are infrared based technologies like Fourier-transform infrared spectroscopy 
(FTIR), quantum cascade laser based infrared spectroscopy (QCL-IR) and non-disperse infrared 
spectroscopy (NDIR). FTIR is well approved and especially interesting for development cases, as it 
allows n addition to the standardly measured gases also the detection of various non-regulated com-
ponents like for instance ethanol, acetaldehyde or various alipthatic or aromatic hydrocarbons. QCL-
IR technology shows high accurate measurement, but it is also cost intensive. NDIR is also well 
suited, and allows the detection of H2O with good accuracy at much lower price.  

In this paper, different technologies for are validated in regard to their applicability to H2 ICE 
engines. The influence of water as well as the detection limit and repeatability will be compared and 
discussed. Finally new technologies for the measurement of additional components will be presented. 

2. Emission monitoring technologies

Different technologies for exhaust gas analyses are available. In the following chapter, a brief over-
view is given. More details can be found for instance in [13] or [14].

2.1 Infrared absorption technologies 

Infrared technologies use the property of various gases to absorb light in the near and middle infrared. 
The ration between light absorption and species concentration c is given by the “Lambert-Beer Law” 

(1)

with the intensity of incoming light I0, the intensity of transmitted light I, the path length L, the 
component concentration c and the wavelength dependent absorption coefficient . 

Moreover, the wavelength of light absorption is specific for a certain molecule. In Fig. 1, absorp-
tion lines of various exhaust gas molecules are shown. Data were extracted from the HITRAN data-
base [14]. All displayed components can be detected in the spectral range from 2 to 10 μm. But 
looking at the absorption lines in more detail, overlaps between the absorption lines of the different 
molecules occur. This leads to interferences and requires special methods for selective measurement 
of a certain component in a multi-component mixture. 

Different infra-red based technologies are currently used for exhaust gas monitoring. One tech-
nology which is already applied since decades is non-disperse infra-red spectroscopy. A principle 
set-up of this technology is shown in Fig 2 (a). The set-up is divided in a sample side and a reference 
side. Both sides contain a light source, a gas cell, an optical filter and a detector. The light sources 
emit light in the infrared, which is partly absorbed in sample gas cell and detected by gas or pyro 
detectors. The reference cell is filled with nitrogen, so no light absorption occurs. The ratio from both 
signals corresponds to a certain concentration.  
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Fig. 1. Absorption spectra of various absorption gas components 

As in multicomponent mixtures absorption might occur from several  gas components, optical 
filters are used. These are only  transmissive for wavelengths where the desired component absorbs, 
interferences from other components are suppressed. In some cases, it is not possible to suppress 
interferences completely. For instance, for the detection of N2O, very high interferences from CO2 
and water occur. For that reason, NDIR technology is mainly used for carbon monoxide (CO) and 
CO2 measurement, for other components, more complex methods are applied. 

One more sophisticated technology is FTIR [16], see Fig. 2 (b). Like NDIR, this technology is 
based on light absorption of infrared light by gas molecules and utilizes a light source, a gas cell and 
a detector. One big difference to NDIR technology is the Michelson interferometer. This unit consists 
of a beam splitter, a movable and a fixed mirror. A broadband light beam enters the interferometer, 
is divided into two beams and reflected by the fixed and movable mirror. After the beam splitter, both 
beams are overlaid. Dependent on the position of the movable mirror, constructive and destructive 
interference occurs. which results in a time dependent spectral beam profile. The beam passes the 
sample gas cell, is partly absorbed, measured by the detector and then converted to a wave number 
dependent signal by Fourier transformation. 

FTIR spectrometers for automotive applications typically cover the spectral range from 2 to 
10 μm, which allows the detection of multiple exhaust gas components. Moreover, the spectrally 
solved signal contains more detailed information about various exhaust gas components. This 
allows better compensation of interference effects as well as a complete exhaust gas analysis. One 
drawback of the technology is the rather weak signal. To increase signal intensity, a multi-pass cell 
is commonly used. This kind of gas cells include reflective mirrors, which multiply the length of the 
beam path inside the cell up to several meters. 

One challenge of using FTIR spectroscopy are the various interference effects which occur be-
tween different gas components. One reason for that the spectral overlap of absorption lines of the 
different components. It occurs for instance between H2O and nitric oxide (NO), nitrogen dioxide (NO2) 
and NH3, see   Fig. 1. More sophisticated post processing algorithms are necessary to consider these 
effects. In addition, also collision broadening effects between molecules might occur. This leads to 
different effects like spectral broadening or appearance of new absorption lines [17] and finally to 
measurement errors. As they the probability of these effects increases with concentration, they mainly 
have to be considered for H2O and CO2. For some applications, especially for sampling before after 
treatment system, additional effects between H2O and CO or NH3 might be observed. 
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Fig. 2. Principle of different methods for exhaust gas monitoring: NDIR (a), FTIR (b), QCL-IR (c), CLD (d), 
mass spectrometer (e) 

With increasing requirements from legislation, also laser-based infra-red technologies become 
more important. A principal set-up is shown in Fig. 2 (c). As laser sources, tunable diode lasers or 
quantum cascade lasers [17, 18] are applied. are semiconductor lasers, which emit a very narrow-
band light. By changing the temperature of the semiconductor element, the wavelength can be tuned 
by a few nanometers. This allows the detection of a single absorption line without interference of 
exhaust gas components. By the use of a multi-pass cell, very high signal intensities can be achieved. 
This allows the use of very basic detectors like thermophilic detectors or photodiodes [19]. Tunable 
diode lasers emit light only in the near infra-red spectral region and can therefore only be used for a 
limited number of components such as NH3, H2O or CO2. For detection of additional components, 
quantum cascade lasers can also be used in the mid-infrared and therefore offer the possibility to 
monitor additional components, such as nitric oxide (NO), nitrogen dioxide (NO2) or N2O. These lasers 
also allow very high signal intensities, therefore very low detection limits below 1 ppm can be achieved 
with very simple detectors like a photodiode or thermophilic detectors. 

One advantage of QCL-IR technology compared to FTIR is the good suppression of interference 
effects. Due to low sample pressure and high spectral resolution, signals from the different compo-
nents are much better resolved, this makes the interference compensation much easier and strongly 
reduces residual effects.  

2.2. Chemiluminescence  

One standard method for the detection of NO and NO2 is the chemiluminescence detection, see 
Fig. 2 (d). This measurement principle uses the phenomenon that light emission occurs due to a 
chemical reaction. The intensity of emitted light correlates to a certain concentration. When NO reacts 
with ozone to NO2, a small amount of excited NO2 is formed, which leads to chemiluminescence. The 
emitted light is then measured for instance by a photodiode. In order to monitor also NO2, the analyzer 
is often equipped with a converter, which reduces NO2 to NO on a carbon-based catalyst. When using 
this technology for exhaust gas monitoring, collision effects from CO2 and H2O have to be considered. 
These collisions can result in a decay of NO2 from excited state to ground state without chemilumi-
nescence and finally result in a reduction of the measurement signal. One possibility to reduce this 
effect  is sample dilution with nitrogen, which reduces the probability of collisions. Another option is 
to use the measured CO2 value for compensation. With known combustion kinetics and known influ-
ence of both components on the NOx value, CO2 value can be used to compensate quench effect 
from both molecules. 

For the application of an H2 ICE engine, new methods for quenching compensation is required. 
As CO2 is not present in the off-gas in significant amounts, additional methods are necessary for 
compensation of H2O influence. This is possible by different approaches. One possibility is to meas-
ure H2O content in the exhaust gas, for instance by NDIR technology. The quench-corrected NOx 
concentration can then be calculated by 
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(2)

with the non-corrected measured c(NOx corr), the measured H2O concentration c(H2Omeas) an the 
polynomial coefficients a0.The coefficient are determined by appropriate calibration.  

Another way to avoid quench effect is the water removal by a cooler. But as NO2 shows a high 
solubility of water, NO2 losses in the cooler might occur. Therefore, it is important that the cooler is 
installed after converter, where no NO2 is present in the sample gas. A schematical sketch of such 
an analyzer principal is shown in Fig. 3. 

Fig. 3. Principal set-up of an CLD analyzer for application at an H2 ICE engine 

2.3 Mass spectrometry 

Mass spectroscopy is an accepted technology for H2 monitoring in automotive applications. This 
technology uses the deflection of ionized molecules in an electric field. Fig. 2 (e) shows a principle 
set-up of the measurement. Water molecules are first ionized, accelerated and derived in the mag-
netic field. The derivation is dependent on the ratio of charge and mass and is unique for certain 
species. Compared to other technologies like thermal conductivity and gas chromatography, this tech-
nology shows fast response time and interferences compared to other exhaust gas components and 
is therefore perfectly suited for automotive applications.  

3. Experimental

Several approved technologies were tested for their applicability ICE engines. This includes an NDIR
analyzer, an FTIR analyzer an QCL-IR analyzer and a CLD. The NDIR analyzer is equipped with a
CO and a CO2 bench. The gas cell as well as the entire sample handling system was heated above
80°C to avoid condensation. Additionally  water measurement based on NDIR principle was included
for interference correction.

A QCL-IR based analyzer is equipped with QCL lasers analyzers for detection of carbon dioxide
(CO), CO2, NO, NO2, N2O and NH3. An inhouse-designed Heriott cell with an inner volume of less
than 50 ml was used. Two beam  paths with different path length were used to measure components
in different concentration ranges with high sensitivity.  A  special algorithm based on feature quantity
extracted was used which not only reduces residual interferences, but also reduces capacity by factor
10-100 [16].

 The FTIR  analyzer used had a temperature of 191°C. This allows in principle the detection of 
more than 20 components. This includes regulated components like CO, CO2, NO or NO2, future 
regulated components like NH3 or HCHO, but also various saturated, unsaturated or cyclic hydrocar-
bons. In the following, only results from CO, CO2, NO, NO2, N2O and NH3 are shown. The analyzer 
is calibrated for multi ranges and uses signal amplification, to allow measurements from ppm to per-
cent range. To adapt the analyzer to H2 ICE applications, the H2O measurement range as well as 
H2O interference correction were increased to a concentration of 35%. Moreover, a special correction 
was applied to compensate collision effects with other molecules.  

Finally, a CLD analyzer for hot NOx measurements was used. The influence of water on the 
measurement was investigated for all units. Moreover, the performance regarding the detection limit 
and repeatability were compared. Moreover, the possibility to measure additional components with 
H2 and H2O was investigated. 

348



S. Eichmann, D. Klenk and M. Schroeder

3.1. Results from proven technologies 

Results from performance checks are shown in Table 1. The detection limit was determined by 
4 times standard deviation with a set of 100 data points. Nitrogen was used as sample gas. 
Exemplary, results from CO and NO are shown in Fig. 4 (a) and (b). For CO, similar detection limits 
of 1.8 achieved for FTIR and QCL IR, see also Table 1. Looking at NDIR measurement, the detection 
limit was approximately one order of magnitude higher. For additional components, the FTIR detec-
tion limits are mostly higher compared to QCL-IR. Only for CO and CO2, much lower values can be 
achieved. This can be explained by the fact that in contrast to FTIR, only a single range was used 
and therefore no signal amplification was applied. Looking at the CLD measurement, NO detection 
limit is similar to QCL-IR.  

Repeatability was tested by switching 10 times from zero to span gas. For each measurement 
of the span gas, the mean value was taken, and repeatability was calculated as maximum deviation 
of on measured span value divided to the span concentration. The tests were performed for several 
gas concentrations within the range of the analyzers. Similar repeatability was achieved for both FTIR 
and QCL. For all units, repeatability was below 1% of the measured value. 

Finally, water influence was investigated. Mixtures of H2O in N2 background with concentrations 
from 0 to 5, 10, 15, 20, 25, 30 and 35% were applied to the analyzers. Results are shown in Fig. 5. 
Comparable results for found for NO, NO2, N2O. All measured values were below 1 ppm. For CO and 
CO2, higher values are observed for the QCL and NDIR measurements. However, both results were 
within the detection limit of the analyzers.  

For the CLD as well as for the NDIR analyzer, no measurable effect was recorded. However, 
errors up to 7% of the measured value can occur in the presence of NOx at span point due to quench 
effects. 

Fig 4. Zero noise of CO (a) and NO (b) from different technologies 

Table 1: Detection limit of different analyzer 

FTIR QCL-IR NDIR CLD
CO 1.8 ppm 1.8 ppm 16 ppm - 
CO2 1.0 ppm 200 ppm 200 ppm - 
NO 2.7 ppm 0.4 ppm - 0.3 ppm 
NO2 0.6 ppm 0.2 ppm - - 
NO+NO2 - - - 0.3 ppm
N2O 0.73 ppm 0.2 ppm - -
NH3 1.7 ppm 0.2 ppm - - 
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Fig. 5: Interference effects at zero point for various components: CO (a), CO2 (b), NO (c), NO2 (d), N2O (e), 
NH3 (f) 

3.2. New methods 

3.2.1 H2 monitoring solution with mass spectroscopy 

A analyzer based on magnetic sector mass spectroscopy was validated. The analyzer is equipped 
with a sample handling system that operates at 113°C. It is equipped with a complete sample handling 
system and allows measurements in wet gas. More information of the mass spectrometer can be 
found in [20]. The mass spectrometer allows measurement in the low ppm range and up to percent 
level due to multi available measurement ranges from 0-1000 ppm to 0-10%. 

For determination of detection limit, range from 0-1000 ppm was chosen. Several mixtures of H2 
in the nitrogen background were applied to the spectrometer with concentrations from 0 to 100 ppm, 
see Fig 6 (a). For all mixtures, the two times standard deviation was below 2 ppm. This allows the 
detection of small leakages as well as a very accurate efficiency.  

For the response time check, a measurement range of 0-5% H2 was used.  It was determined 
by switching from pure nitrogen to 5% H2 in nitrogen background. The data was recorded every 0.1 s, 
the standard deviation of the measurement determined with 1000 ppm. Response time of the spec-
trometer is shown in Fig 6(b). T10-T90 time was below 0.2 s. For a complete analyzer with sample 
handling, the filter and a 12 m heated line, T10-T90 time was below 1s.  

In order to test applicability exhaust gas, the influence of a 35% water concentration as well as for 
various exhaust gas components in reasonable concentrations was tested. This includes for instance 
10% CO, 20% CO2, ppm 1000 NO, 200 ppm NO2, but also various hydrocarbons. For all components, 
the interference was below 30 ppm, which is only slightly above the detection limit of 20 ppm for the 
applied 5000 ppm measurement range. 
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Fig 6. Noise (a) and response time (b) of the H2 analyzer 

3.2.2 H2O monitoring with NDIR technology 

Using NDIR method for water monitoring, two different wavelength regions are suitable: In the near-
infrared the spectral range from 2.5 to 2.8 μm or in the mid-infrared the spectral range from 5 to 8 μm. 
Looking at the range from 2.5 to 2.8 μm, the application is limited to pure H2 ICE applications. It cannot 
be applied for instance to dual fuel engines or fossil fueled engines as interference from CO2 is ex-
pected. In contrast to that, only trace components absorb between 5 at 8 μm, which have no meas-
urable effects for flue gas applications. 

The spectral range from 5 to 8 μm was chosen for further investigations. Fig. 7 (a) shows zero 
noise by a set of 100 data points. The detection limit was determined to less than 65 ppm. For inves-
tigation of linearity, a set of mixtures with a water content from 0-35% in instrument air background 
was generated and applied to the analyzer. A fourth order polynomial was used for linearity correction. 
Excellent linearity was observed, see Fig. 7 (b). The coefficient of determination was calculated to 
0.9996, the maximum deviation from the expected value was less than 0.01% of range.  

Fig 7: Linearity (a) and detection limit (b) of a H2O analyzer 

0 200 400 600 800 1000 1200
-20

0

20

40

60

80

100

120

-1 0 1 2 3 4 5
0

1

2

3

4

5

H
2,

pp
m

time, s

b)

H
2,

 %

time, s

a)

-5 0 5 10 15 20 25 30 35
-5

0

5

10

15

20

25

30

35

0 20 40 60 80 100
-0,10

-0,05

0,00

0,05

0,10b)

m
ea

su
re

d 
H

2O
 c

on
c.

, %

set H2O conc., %

co
nc

. H
2O

, %

data point

a)

351



Validation of different exhaust gas monitoring for in H2 fueled internal combustion engines 

One big challenge of a water analyzer is the calibration. Although there are devices available in 
the market, they are very cost intensive and difficult to automize. For that reason, a span calibration 
using a substitute gas might be advantageous. Several hydrocarbons like ethane, ethylene or propyl-
ene absorb at the same wavelength like H2 and are therefore suitable as substitute calibration gas. 
Propylene was chosen as it is also proposed in the UNR 154 as calibration gas. A gas probe of 10% 
propylene was applied to the calibration gas. A mean concentration of 16.3 % with a standard devia-
tion of 0.03% was observed. 

4. Conclusions

Several proven technologies were tested and compared regarding their general performance as well
as their applicability to new requirements of ICE engines. According detection limit and repeatability,
in principle all units are suitable for exhaust gas measurement and comply current regulations. How-
ever, for CO and CO2 monitoring, best detection limit was found with FTIR analyzer. For trace com-
ponents, better results were achieved with CLD and QCL-IR technology. The water influence was
tested up to 35%. For all technologies and components, the measured effect was below detection
limit.

As QCL-IR technology is currently only available for limited  number of exhaust gas components,
an extension to other components is of interest. One possible component of interest is oxygen, which
might be of interest for reliable determination of exhaust gas recirculation (EGR) in H2 ICE, as con-
ventional technologies do not allow hot measurements. Also, a reduction of detection limits by ex-
tension of the beam path might be interesting for additional applications. Especially in regard to low
NOx limits in US regulations, a reduction of detection limit would increase the applicability of this
technology.
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Abstract. The displacement of fossil fuel use in transport systems with sustainable alternatives is ur-
gently required to reduce greenhouse gas emissions and address global climate. Advanced biofuels 
from renewable feedstocks, for example waste biomass, present an opportunity to decarbonise the use 
of combustion for propulsion but sustainable utilisation of these fuels also requires consideration of im-
pacts on other exhaust pollutants that negatively affect the environment and human health. Therefore, 
while exhaust after-treatment systems are an established and effective means of emission reduction 
during combustion of hydrocarbon fuels, there is a need to understand the impacts of biofuel use on the 
performance of devices including three-way catalysts (TWC) for simultaneous reduction of nitrogen ox-
ides (NOx), carbon monoxide (CO) and unburnt hydrocarbons (THC). 

This study therefore investigates the effects of four potential biofuel molecules from sustainable 
feedstocks, 2-methylfuran (MF), 2-methyltetrahydrofuran (MTHF), gamma valerolactone (GVL) and lin-
alool (LNL), on combustion characteristics, engine-out exhaust emissions and pollutant conversion 
across a three-way catalyst (TWC) in a gasoline direct injection engine. The potential biofuel molecules 
were blended with reference gasoline (RGL) at 20 % wt/wt and supplied to a light-duty direct injection 
spark ignition engine operated at constant speed and load, with gaseous and particulate exhaust emis-
sions measured pre- and post- TWC during catalyst warm-up during engine cold-start and at steady 
state. 

While all of the biofuel blends displayed similar rates of heat release rate relative to gasoline 
only combustion, the MF blend significantly increased CO and NOx engine-out emissions both during 
cold-start and at steady state. The use of GVL reduced NOx, while hydrogen (H2) emissions correlated 
with blend hydrogen carbon ratio. All of the biofuel blends increased the TWC inlet temperature required 
for pollutant conversion, while MF, LNL and GVL increased H2 levels post-TWC at higher temperatures. 
LNL exhibited higher particulate levels post-TWC than gasoline only, despite lower engine-out emis-
sions during combustion of the biofuel blend. 

Notation 
TWC Three-way catalyst. 

NOx Nitrogen oxides. 

CO2 Carbon dioxide. 

CO Carbon monoxide. 

THC Unburnt hydrocarbons. 

H2 Hydrogen. 

MF 2-methylfuran. 

MTHF 2-methyltetrahydrofuran. 

GVL Gamma valerolactone. 

LNL Linalool. 

RGL Reference gasoline. 

IMEP Indicated mean effective pressure. 

λ Exhaust lambda value. 

PN Particle number. 

PM Particle mass. 

CAD Crank angle degree. 

BTDC Before top dead centre. 

PGM Platinum group metals. 

Ø Diameter.

cpsi Cells per square inch. 

AFRst Stoichiometric air fuel ratio. 

Tboil Boiling temperature. 

σ Standard deviation. 
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1. Introduction

The urgent need to address global climate change[1] and achieve net-zero carbon emission 
requires the displacement of fossil fuels in transport with renewable alternatives[2,3]. Liquid fuels from 
bio-derived feedstocks and synthetic fuels produced from zero-carbon electricity provide an opportunity 
to progress the decarbonisation of various transport sectors while utilising existing infrastructure and 
vehicle fleets[4]. However, an important challenge in realising the sustainable use of alternative fuels in 
internal combustion (IC) engines for transport is the minimisation of pollutant emissions detrimental to 
air quality and public health[5]. While exhaust after-treatment devices have been optimised for the re-
duction of pollutant emissions from the use of hydrocarbon-based fossil-derived fuels in compliance with 
current and upcoming legislative limits, there is a need to understand how the introduction of renewable 
fuels of varying composition impact the efficiency of these systems[6,7]. 

The conversion of lignocellulosic biomass to liquid compounds with potential use as drop-in 
fuels for both spark ignition and compression ignition engines has received significant attention; in the 
context of production processes[8–12] and also effects on engine combustion and emissions during 
utilisation[13–16]. Such fuels potentially present lesser impact on land-use and greater net reductions 
in greenhouse gas emissions than current widely used biofuels, namely ethanol and fatty acid methyl 
ester biodiesel[17]. Various processes have been developed for the conversion of lignocellulosic bio-
mass to furfural, a platform chemical suitable for onward transformation to various high-value chemicals 
and potential renewable fuels[18]. The use of furfural as a drop-in fuel is limited by unfavourable physical 
properties and sequential steps of hydrogenation can be applied to reduce fuel bound oxygen resulting 
in species including 2-methylfuran (MF) and 2-methyltetrahydrofuran (MTHF)[19]. Other processing 
routes can result in species incorporating alternative oxygenated functional groups, for example acyclic 
alcohols and lactones[19,20]. 

Three-way catalysts (TWC) have been widely utilised for spark ignition engines operating with 
stoichiometric air fuel mixtures since the introduction of exhaust emissions limits to achieve the simulta-
neous reduction of nitrogen oxides (NOx) alongside oxidation of carbon monoxide (CO) and unburnt 
hydrocarbons (THC)[21]. While these were initially developed for non-oxygen bearing gasoline fuels 
consisting of various hydrocarbon species, several previous studies have investigated the effect of fuel 
composition on TWC performance, primarily ethanol gasoline blends and for which varying effects of 
fuel oxygen have been observed[22–24]. 

Iodice et al. [25] investigated the reduction of pollutants by a TWC with ethanol gasoline blends 
of varying composition. At hot catalyst conditions increasing fuel ethanol content consistently increased 
pollutant reduction by TWC, attributed to lower engine out levels via more complete combustion, how-
ever, less consistent effects were observed during cold-start, with a 30 %  ethanol in gasoline blend 
increasing CO and HC levels post- TWC. Kärcher et al. [26] investigating the effects of hydrogen (H2) 
addition upstream of a TWC, and also synergies with fuel composition, found that use of ethanol and 
butanol gasoline blends resulted in reduced conversion temperatures for up to 1500 ppm H2, while larger 
and cyclic oxygenates showed an opposing effect. Sinha Majumdar et al.[27] and Ladshaw et al. [28] 
investigated and modelled the impact of various oxygenates on an aged TWC in a synthetic exhaust 
flow reactor. Experiments were undertaken with fixed fuel concentrations of 3000 ppmC in the synthetic 
exhaust gas and oxygen flowrates varied so as to achieve constant lambda values (λ). The presence of 
short-chain acyclic oxygenates in the synthetic exhaust gas decreased the light-off temperature of the 
TWC for conversion of CO, THC and NOx, while increases in TWC light-off temperature were observed 
with the presence of aromatics and cyclic oxygenates. 

This paper presents the results of engine experiments investigating the effects of four novel 
potential biofuel molecules on TWC emission conversion when present during combustion in a direct-
injection spark ignition engine. The potential biofuel molecules included two furans, a lactone ester and 
long-chain alcohol, representative of a range of potential fuels from lignocellulosic biomass. The mole-
cules were tested during engine warm-up and steady state conditions as 20 % (wt/wt) blends with a 
fossil gasoline, with measurements of in-cylinder pressure, engine-out emissions, and TWC reduction 
of regulated pollutants, CO, THC, NOx, particle number (PN) and particle mass (PM), and H2.  
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Effects of potential biofuel composition on emission reduction by TWC during combustion in DI SI engine 

2. Experimental methodology

2.1 Engine and catalyst test facility 

All experiments were undertaken with a modified VW 1.4L TSI engine, operated with three firing 
and one motored cylinder. The engine had been modified for research use with separate intake and 
exhaust manifolds for the three firing cylinders and single motored cylinder. Fuel was supplied to the 
three firing cylinders from a 4.3 L fuel tank compressed by nitrogen via the original manufacturer high-
pressure fuel pump and common rail. Fuel was injected to each cylinder via 6-hole solenoid injectors 
(Magneti Marelli) and control of injection parameters determined through the PC interface of the engine 
control unit (ECU). In-cylinder gas pressure was measured at a resolution of 0.4 CAD by a water-cooled, 
piezoelectric pressure transducer (Kistler 6061BS31) and recorded by a bespoke data acquisition sys-
tem (National Instruments Labview). Engine exhaust gas from the three firing cylinders was passed 
through a TWC with emissions measurement upstream and downstream of the catalyst. A schematic 
overview of the engine and catalyst test facility is shown in Figure 1, while Table 1 lists the engine 
specification.  

Fig. 1. Schematic representation of the engine and catalyst test facility 

Table 1. Engine specification 

Number of cylinders 4 
Bore (mm) 76.5 
Stroke (mm) 75.6 
Swept volume/cylinder (cm3) 347.5 
Compression ratio 10:1 
DI fuel injectors 6-hole solenoid
Coolant temperature (°C) 82 ± 4 
Oil temperature (°C) 80 ± 2 

A commercially available Euro VI compliant ceramic brick TWC was utilized and had been pre-
viously de-greened until steady state performance reached, with Table 2 showing the TWC parame-
ters. Exhaust gas temperature and λ were measured at the inlet to the TWC, with measurement and 
sampling ports placed within 150 mm to 200 mm either upstream or downstream of the TWC. Concur-
rent measurements of gaseous emissions (CO, CO2, THC and NOx) were made both upstream (pre-) 
and downstream (post-) of the TWC by Horiba Mexa 9100 and 9400 automotive emissions analyzers 
via separate PID controlled heated lines at a constant temperature of 190 ºC. Measurements of H2 
concentration and particulate emissions were undertaken via further heated lines in immediately con-
secutive experiments (due to analyzer availability) by V&F Hsense electron impact mass spectrometer 
and Cambustion DMS500 fast particulate spectrometer respectively. 
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Table 2. Properties of the ceramic TWC brick 

Catalyst type 3-way – Pd/Rh/Pt
Base material Cordierite 
PGM ratio 19/5/1 
PGM loading (g) 15 
Ø of element (mm) 101 
Length of element (mm) 76 
Volume (L) 0.61 
Cell density (cpsi) 400 
Wall thickness (mm) 0.15 

2.2 Fuels investigated 

Four potential biofuel molecules, 2-methylfuran (MF), 2-methyltetrahydrofuran (MTHF), gamma 
valerolactone (GVL) and linalool (LNL), were tested as 20 % gravimetric (wt/wt) blends with a reference 
gasoline (RGL). The molecules were selected as representative of molecules feasibly achieved from 
lignocellulosic biomass and also to provide insight into the following effects of fuel molecular structure: 

1. Degree of saturation in a furan ring, MTHF relative to MF.

2. Addition of a ketone group, GVL relative to MTHF.

All of the single component molecules were obtained from a chemical supplier (Sigma Aldrich) at an 
assay of 96 % or greater, while the reference gasoline (Carcal RF-02-03) was fossil derived and ob-
tained from a fuels supplier (Haltermann-Carless). The molecular structure of the potential biofuel mol-
ecules is shown in Table 3, while Table 4 lists the properties of all fuels tested. 

Table 3. Fuel molecular structures 

2-methylfuran (MF)
O CH3

2-methyltetrahydrofuran (MTHF)
O CH3

Gamma valerolactone (GVL) 
O CH3O

Linalool (LNL) 
CH3 CH3

CH2
OHCH3

Table 4. Fuel properties 

Fuel Molecular 
formula AFRst* H/C Oxygen 

(%) 
Tboil 

(°C)[29] 
Density 
(kg/dm3)

[29] 
Assay 

(%) 
Reference gasoline - 14.22 1.73 0.92 - 0.747 - 

2-methylfuran C5H6O 10.11 1.2 19.49 65 0.913 98 
2-methyltetrahydrofu-

ran C5H10O 11.24 2.0 18.57 78 0.855 99 

Linalool C10H18O 12.55 1.6 10.37 198[30] 0.867 96 
Gamma-valerolactone C5H8O2 8.29 1.8 31.96 219 1.079 99 

* = calculated according to the method of Spicher[31]
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2.3 Experimental Conditions 

Each of the fuel blends and reference gasoline were tested at constant engine operating condi-
tions of 1600 rpm, 4.7 bar IMEP (indicated mean effective pressure) and exhaust lambda value (λ) of 
between 0.995 to 0.997. The throttle position was adjusted for each fuel so as to achieve a constant 
IMEP for all tests of 4.77 ± 0.02 bar, while the engine was operated in a closed-loop lambda mode, 
with a 1 Hz 2.5% lambda perturbation. For all tests, fuels were injected at a timing of 280 CAD BTDC 
and pressure of 80 bar with the injection duration determined by the closed loop control. A spark 
timing of 15 CAD BTDC was used for all tests, while every experiment included a 12 second period 
of operation on start-up at 900 rpm for stabilization and heating of the closed-loop lambda probe. 
Measurements were taken both during an initial cold-start phase of 300 seconds following engine 
start-up for each test and also subsequently at steady-state conditions. A summary of the experi-
mental and engine operating conditions specific to each fuel is shown in Table 5. 

 Table 5. Engine operating conditions for oxygenated fuel blends and gasoline 

Fuel 
Injection dura-

tion (ms) 
Throttle po-
sition (%) Lambda 

(λ) 
Fuel flow 
(g/min) IMEP (bar) 

Mean 1σ Mean 1σ Mean 1σ Mean 1σ 
Reference gasoline 1.667 0.006 7.62 0.03 0.995 29.05 0.14 4.75 0.03 

2-methylfuran 1.738 0.001
2 7.63 0.05 0.996 30.67 0.16 4.78 0.02 

2-methyltetrahydro-
furan 1.718 0.015 7.56 0.05 0.995 30.29 0.22 4.79 0.06 

Linalool 1.733 0.011 7.59 0.05 0.997 30.76 0.23 4.77 0.04 
Gamma-valerolac-

tone 1.804 0.015 7.70 0.04 0.996 32.52 0.18 4.79 0.04 

3. Results and discussion

3.1 Combustion characteristics 

Fig. 2. (a) In-cylinder pressure and (b) apparent net heat release rate of 20 % (wt/wt) fuel blends and reference 
gasoline at steady-state operation following engine cold-start 

Figure 2 shows the in-cylinder pressure and apparent net heat release rate of the 20 % potential 
biofuel molecule blends with gasoline and also the reference gasoline. Readily apparent from Figure 2 
is that addition of 20 % of the potential biofuel molecules did not significantly impact combustion phasing, 
however, it can be seen that, with the exception of the 20% GVL blend, all of the fuel blends resulted in 
an elevated in-cylinder pressure (Figure 2.a). This is in agreement with the slightly higher engine IMEP 
during the fuel blend tests (Table 5), however, it is interesting to note that the GVL blend produced the 
highest relative IMEP (4.79 vs 4.75 bar) and widest opening throttle position. Figure 2.b shows an earlier 
increasing heat release rate for the potential biofuel blends relative to reference gasoline following igni-
tion, with the exception of the GVL blend and in agreement with the observed lower in-cylinder pressure 
(Figure 2.a). Of the fuel blends, the fastest increase in heat release rate is apparent in the case of MF 
(Figure 2.b), in agreement with previous studies of MF as a single component fuel where faster 
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combustion relative to RGL was observed[32,33]. In shock tube experiments by Jouzdani et al.[34], 
MTHF was found to display longer ignition delay times than MF, attributed to the presence of weaker C-
H bonds more susceptible to radical attack in the unsaturated furan and in agreement with the slower 
rates of heat release rate increase apparent in Figure 2.b. The higher heat release rates of MTHF rela-
tive to GVL are in contrast to the study of Talibi et al. [35] where in blends with ethanol and gasoline the 
furan displayed lower rates of heat release. This work, however, utilized a carburetor for fuel delivery 
within the engine intake manifold, suggesting a greater influence of the elevated boiling point and density 
of the lactone relative to the furan in the current study employing high-pressure direct injection of the 
fuels. Also utilizing a carburetor for fuel delivery, Hellier et al.[30] observed an initial increase in peak 
heat release rate with the addition of 10 % linalool to gasoline, similar to the increase apparent in Figure 
2.b, but a level of peak heat release lower than gasoline with a blend of 40 % LNL.

3.2 Engine-out emissions 

Fig. 3. (a) CO, (b) H2, (c) THC and (d) NOx engine out emissions from 20 % (wt/wt) fuel blends and reference 
gasoline during cold-start and at steady-state operation relative to blend component boiling point 

Figure 3 shows the engine-out gaseous emissions from the 20 % fuel blends and reference 
gasoline during the engine cold-start period, and at steady-state relative to the boiling point of the po-
tential biofuel molecule present in each blend. Where shown in Figure 3 and subsequent figures, the 
data points indicate mean values and the error bars one standard deviation from the mean. In Figure 
3.a, it can be seen both furan blends, those of MF and MTHF, exhibited appreciably higher levels of CO
during engine cold-start relative to the LNL and GVL blends, and reference gasoline. Most pronounced
are the higher levels of CO emitted by MF, displaying both a lesser initial decrease following engine
start-up and a greater increase during 100 to 250 seconds of engine operation. Levels of engine-out H2
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(Figure 3.b) were however similar for all fuels tested, with the greatest deviation displayed by the LNL 
blend between 50 to 100 seconds during cold-start.  

Figure 3.c. shows the engine-out measurements of THC, with significantly higher levels emitted 
by LNL and GVL throughout engine cold-start, while both furan blends produced lower THC than the 
reference gasoline, as observed in previous tests of MF and MTHF gasoline blends[36,37]. Readily 
apparent from Figure 3.c. is the correlation between fuel blend component boiling point and THC, with 
the two molecules of highest boiling point, GVL and LNL, emitting significantly higher levels throughout 
relative to the lower boiling point furans (Table 4). The higher boiling points of GVL and LNL may have 
reduced rates of vaporization and efficiency of fuel air mixing during the compression stroke, resulting 
in a less homogenous mixture and greater persistence of unburnt fuel[38]. In Figure 3.d, it can be seen 
that for all fuels levels of NOx emitted increased during engine cold-start, with the highest levels through-
out displayed by the MF blend and the lowest by GVL. This is in agreement with previous studies of 
MF[36] and the observed lower peak in-cylinder pressure and slower increase in heat release rate of 
the GVL blend (Figure 2), with both characteristics likely to reduce the magnitude of in-cylinder temper-
atures where the majority of NOx is expected to form through thermal oxidation of nitrogen, the rates of 
which are highly sensitive to temperature[38,39]. 

Fig. 4. (a) Total particle number and (b) total particle mass engine-out emissions from 20 % (wt/wt)     
fuel blends and reference gasoline during cold-start and at steady-state operation relative to blend component 

boiling point 

Figure 4 shows the engine-out particulate emissions from the 20 % fuel blends and reference 
gasoline during the engine cold-start period, and at steady-state relative to the boiling point of the po-
tential biofuel molecule present in each blend. Immediately apparent from Figure 4.a is the significant 
reduction in particle number (PN) for all of the potential biofuel molecule blends throughout the engine 
cold-start period relative to RGL, with the largest reductions apparent from GVL and MTHF. It is sug-
gested that the especially high oxygen content of GVL inhibited particle formation through limiting the 
availability of carbon atoms for production of soot precursors[40], while the greater reduction of PN 
displayed by MTHF relative to MF can potentially be attributed to the aromatic character of the later[41]. 
In Figure 4.b, it can be seen that all of the potential biofuel blends exhibited lower particle mass (PM) 
levels during cold-start relative to RGL, with the exception of LNL. While the blends of MTHF, GVL and 
MF all displayed a rapid decrease in the level of PM emitted during the first 100 seconds of cold-start, 
levels of PM emitted by LNL did not show significant decrease until after 100 seconds (later than exhib-
ited by RGL), only reducing to a level below that of RGL between 225 and 250 seconds after engine 
start. 

Figure 5 shows the particle number size distribution measured in the engine-out exhaust during 
combustion of the 20 % fuel blends and reference gasoline at steady-state, following cold-start. It can 
be seen that all of the potential biofuel molecule blends exhibited a lower peak particle number than 
RGL, found at a similar particle diameter of 10 to 20 nm for all fuels tested (Figure 5). 
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Fig. 5. Engine-out particle number size distribution from 20 % (wt/wt) fuel blends and reference gasoline steady-
state operation 

3.2 TWC emissions conversion 

Fig. 6. H2 concentrations post- TWC from 20 % (wt/wt) fuel blends and reference gasoline during engine cold-
start 

Figure 6 shows the exhaust H2 concentration post- TWC during combustion of the potential 
biofuel molecule blends and RGL during engine cold-start. It can be seen that while H2 levels initially 
remain similar for all fuels, with near complete conversion by 120 seconds, subsequently levels from 
LNL, GVL and MF increase appreciably, deviating from RGL and MTHF. The most significant increase 
is exhibited by LNL, increasing to approximately 800 ppm H2 at 180 seconds, while H2 levels post- TWC 
from MF decrease to a similar level as exhibited by RGL at 300 seconds (Figure 6). This is in contrast 
to the engine-out, pre- TWC H2 levels measured (Figure 3.b), which remained similar for all fuels during 
the cold-start period. It is suggested that the higher densities of LNL, GVL and MF relative to RGL (Table 
4) may have reduced access to the active sites within the TWC washcoat, reducing conversion capabil-
ity. The higher density, and molecular weight, of these molecules may have decreased diffusion rates
of these species, impeding access and conversion of H2, especially during lower temperature operation
of the TWC earlier in the cold-start period. An additional possibility in the case of LNL and GVL is that
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higher engine out THC (Figure 3.c) may have increased H2 formation across the TWC (Figure 6) via the 
water-gas shift reaction[42]. Furthermore, the higher levels of H2 across the TWC during operation with 
LNL and GVL (Figure 6) may have exacerbated the formation of NH3 and N2O[43,44], especially so LNL 
which also emitted among the highest levels of engine out NOx (Figure 3.d). 

Fig. 7. Change in TWC inlet temperature required for consuming 0.6 %, 600 ppm and 1200 ppm of CO, 
NOx and THC respectively for 20 % (wt/wt) fuel blends relative to RGL 

Figure 7 shows the change in TWC inlet exhaust gas temperature required for the conversion 
of 0.6 % CO, 600 ppm NOx and 1200 ppm THC during combustion of the potential biofuel molecule 
blends relative to the same level of absolute pollutant species conversion during operation with RGL. It 
can be seen from Figure 7 that use of all of the potential biofuel molecule blends required an increase 
in the TWC inlet temperature of between 1 to 9.5 °C for pollutant reduction relative to RGL, suggesting 
reduced conversion efficiency in all cases. LNL and GVL required the largest increases in TWC inlet 
temperature of ~9.5 °C and ~7.5 °C for conversion of CO, while the same level of reduction was achieved 
through increases of 2.5 °C and 1.5 °C for the unsaturated and saturated furans respectively. For con-
version of 600 ppm of NOx, the largest temperature increase of ~6.5 °C was required for MTHF, with 
an increase of only 2 °C necessary for the same conversion with MF (Figure 7). Overall, the increase in 
TWC inlet temperature required for conversion of 1200 ppm THC relative to RGL was less for all fuel 
blends relative to that necessary for CO and NOx, with both furans displaying an increase of ~2.5 °C 
and LNL and GVL showing ~3.5 °C increase. 

In comparing Figures 3 and 7, it can be seen that GVL required an increase in the TWC inlet 
temperature for conversion of 600 ppm NOx despite producing lower engine-out NOx than RGL (Figure 
3.d), suggesting a direct effect of fuel composition; as opposed to effects arising from combustion related
changes in engine-out exhaust gas composition. A similar observation, albeit to a lesser extent, can be
made when considering the lower THC engine-out emissions of both furans relative to RGL (Figure 3.c)
with the increase of ~2ºC required in TWC inlet temperature for conversion of 1200 ppm THC
(Figure 7).

Figure 8 shows the total PN and PM emissions post-TWC from the potential biofuel molecule 
fuel blends and RGL during cold-start and at steady-state relative to the fuel component density. In 
Figure 8.a, it can be seen that PN levels post- TWC decreased throughout the cold-start period for all 
fuels except LNL and, to a lesser extent, GVL. Also apparent is that from approximately 100 seconds 
onwards (Figure 8.a), PN levels post- TWC are significantly reduced compared to engine-out, pre- TWC, 
where the PN concentration for all fuels remained above 1.5 x 108 per cc (Figure 4.a). Figure 8.b shows 
a similar effect of fuel composition, with higher post- TWC PM from LNL and GVL relative to RGL and 
both furan blends. With the exception of LNL, a reduction in PM across the TWC is also apparent (Fig-
ures 4.b and 8.b), albeit to a much lesser extent than observed in PN, highlighting the greater efficacy 
of the TWC in the oxidation of smaller nucleation mode particles which impact less on total particle 
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mass[45,46]. No clear effect of fuel component density is apparent in Figure 8, potentially suggesting 
no significant contribution of liquid fuel droplets in the PN concentrations recorded. 

Fig. 8. (a) Total particle number and (b) total particle mass post- TWC from 20 % (wt/wt) fuel blends and refer-
ence gasoline during cold-start and at steady-state operation relative to blend component density 

Fig. 9. (a) Particle number size distribution and (b) median nucleation mode and accumulation mode particle di-
ameters against fuel component density post- TWC from 20 % (wt/wt) fuel blends and reference gasoline at 

steady-state operation 

Figure 9 shows the particle number size distribution and median nucleation and accumulation 
mode particle diameters post-TWC from the potential biofuel molecule fuel blends and RGL at steady-
state relative. Apparent from Figure 9.a are the larger peak particle numbers from LNL and GVL relative 
to RGL in both nucleation and accumulation mode size ranges. Both furans, MF and MTHF, however, 
exhibited lower peak particle numbers, with no clear effect of the furan ring saturation (Figure 9.a). It 
can also be seen that relative to engine-out, pre-TWC (Figure 5), peak particle numbers in nucleation 
mode size range are significantly reduced for all blends (Figure 9.a), though this effect is diminished by 
the presence of 20 % LNL and GVL. Figure 9.b. shows a decrease in accumulation mode median par-
ticle diameter with increasing fuel blend component density, with that of the GVL blend similar to RGL 
only. 
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Conclusions 

Four potential oxygenated biofuel molecules, MF, MTHF, GVL and LNL, were tested in a direct-
injection spark ignition engine as 20 % blends with reference gasoline. From observation of fuel effects 
during both engine cold-start and steady-state operation, the following specific conclusions in relation 
to combustion characteristics, engine-out emissions and TWC conversion performance can be drawn: 

1. All four potential biofuel molecules resulted in an increase in TWC inlet temperature required
for the conversion of absolute amounts of CO, THC and NOx relative to RGL, even when dis-
playing lower engine-out emissions. Post- TWC levels of H2 increased for LNL, GVL and MF
following an initial decrease during engine cold-start, attributed to the higher density and mo-
lecular weight of the oxygenate molecules.

2. During engine cold-start, PN levels were reduced downstream of the TWC for all fuels, albeit to
a lesser extent for LNL, the molecule of lowest oxygen content of those investigated. The peak
number of nucleation mode particles was reduced by the TWC for all fuels relative to that of
accumulation mode particles, with a fuel effect apparent in GVL and LNL displaying higher peak
particle numbers than RGL despite lower engine-out levels.

3. Addition of 20 % MF, MTHF and LNL increased peak heat release rates during combustion
relative to RGL. However, the GVL blend reduced combustion speed and delayed peak heat
release relative to RGL, with the denser lactone blend requiring a higher fuel flowrate and wider
throttle opening position for an equivalent engine IMEP.

4. Both furan blends increased engine-out CO but decreased THC levels relative to RGL, while
the use of LNL and GVL appreciably increased THC. Emissions of NOx were primarily influ-
enced by changes in combustion phasing and thermal conditions produced by varying fuel com-
position, while all of the oxygenated fuels reduced engine-out PN during cold-start.
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Abstract. This Article highlights the Donaldson's use of CFD tools for analysing, improving, and achiev-
ing a first time-right Exhaust Aftertreatment System design. With decades of expertise, we offer high 
fidelity simulations and accurate CFD indications within short lead times. Donaldson specific, internal 
parameters and CFD procedures are continuously correlated with inhouse engine bench validation, 
providing results reflecting real world loads.  
Donaldson's system approach ensures EAT design alignment with calibrator needs within packaging 
constraints. Close-looped calibration system insights contribute to a robust design, incorporating indus-
try partner input for foolproof performance. The analysis is carried out by means of a CFD framework 
that includes the modelling of exhaust components as a multispecies gas and urea spray as two-com-
ponent droplets, coupled with momentum and thermal exchange to evaluate the droplet evaporation 
and species mixing. Reaction mechanism relevant to convert the urea into NH3 via thermolysis process 
is modelled. Also, the model has been extended to take the conjugate heat transfer and droplet-wall 
interactions into account via wall film models to identify the deposit risk areas.  
The key performance indicators of mixer development include the system backpressure, flow field, cat-
alyst flow uniformity, ammonia uniformity, deposit predictions, and sensor evaluation. In addressing sys-
tem backpressure, flow & NH3 uniformity, the paper underscores the significance of employing accurate 
inertial and resistivity coefficients for each substrate. Our internal deposit binning methodology is corre-
lated with our burner rig at over 98% accuracy. This approach enables the development of robust mixers, 
offering precise predictions on deposit longevity and exact location of reversible crystal initiation.  
Collaborating closely with technology partners and the calibration team, we leverage CFD expertise to 
validate the NOx sensor position post Selective Catalytic Reduction (SCR). This validation ensures op-
timal sensor signals, closely aligning with analyser readings for utmost accuracy. Furthermore, our up-
stream duct optimization methods are grounded in a comprehensive understanding of flow fundamen-
tals, incorporating the underlying mathematics and theory of the flow dynamics tool. Often the analysis 
lead design features are investigated using the surrogate models to facilitate the attainment of an optimal 
design and enhancing the catalyst utilization efficiency. During the EAT development phase, CFD is 
also utilized to understand the thermal behaviour including the exhaust gas temperature distribution 
prior to the substrate locations, at the skin and at the system exit for varied requirements to be met as 
per the industry standards. The paper provides insights into our continuous development and correlation 
practices, resulting in an extensive mixer portfolio with industry leading NH3 uniformity index levels.  
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Notation (optional) 
DOC Diesel Oxidation Catalyst 
DPF Diesel Particulate Filter 
SCR Selective Catalytic Reduction 
SCRoF Coated filter to support NOx conversions and particulate filtration 
cc Close coupled 
NOx Nitrous Oxide 
PM Particulate Matter 
HC Hydrocarbons 
CO Carbon monoxide 
H2O Water 
SMD Sorter Mean Diameter 
DM Dosing Module 
AdBlue Urea water solution 
DEF Urea water solution  
1/α Viscous resistance coefficient of substrates 
C2 Inertial resistance coefficient of substrates  
PD Pressure drop 
ΔP Pressure drop 
OP Operating boundary condition  
UIV Flow uniformity 
UINH3 Ammonia uniformity  
DH Injector hole diameter 
nH Number of dosing module injection holes 
D10 Arithmetic mean diameter of droplets. 
r Spray radius. 
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1. Introduction

Since 1997, off-highway tailpipe emissions have been regulated to target pollu-tants such as NOx, HC, 
PM, and CO. Regulations have evolved from Stage I to the current Stage V in Europe and Tier 4 Final 
(Tier4F) in the USA, achieving over 95% NOx reduction from engine to tailpipe. The upcoming Tier 5 
regulations aim for a conversion efficiency of over 90% from the current limit of 0.4 g/kWh NOx tailpipe 
emissions. With experience from Stage V and Tier 4F, the off-highway industry has improved its ability 
to optimize engine and emission calibration, to meet stringent tailpipe targets. While there are multiple 
technologies proven in market to achieve ultra-low-NOx tailpipe targets of future, ar-riving at the right 
combination by extensive DoE of system is time & resource consuming and critical.  

This paper highlights the need for understanding emission system behaviour in real driving conditions 
and incorporating specific operating conditions from off-road applications to ensure functionally robust 
and structurally durable emission systems. While meeting key performance indices (KPIs) set by original 
equipment (OE) customers across all engine loads is crucial, understanding the connection between 
the set KPIs to actual system performance is critical. Also, the off-road market demands custom designs 
for different applications, making performance evaluation essential to meet regulatory targets. To sup-
port this, Donaldson has enhanced its CFD work package, achieving over 97% correlation between 
CFD, engine bench, and field performance.  

Fig. 1. Stage V EAT system with its respective functional necessity 

Referring to figure 01, in this paper we brief on the CFD methods and internal KPIs we use to ensure; 
each functional part of emission system is verified to support the expectations of a calibration engineer 
and reflects well with his KPIs. This approach ensures first-time-right designs, reducing need for any 
design changes and supports steadfast development. These advancements and standardizations are 
achieved after rigorous and continuous internal correlation runs between our engine bench and CFD 
optimizations. Such engineering services are aimed to add value for our customers, helping them de-
velop industry-leading emission solutions that are simple, effective, and capable of meeting future ultra-
low NOx targets. 
At Donaldson, our core principle for emission system development prioritizes the use of Computational 
Fluid Dynamics (CFD) methods. Supported by extensive field data correlations, our CFD approach en-
sures that our emission systems design not only meet packaging constraints and functional key perfor-
mance indicators (KPIs) but also align seamlessly with the performance expectations of calibration en-
gineers. 
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2. Emissions System Development Cycle
Within Donaldson Emissions, system development starts from a detailed requirement analysis. The re-
quirement engineering phase is very critical, to understand not just the performance targets and pack-
aging boundaries but to get latent details of the end use of the machine for which the emission system 
is getting developed for. This information, if not understood in early stage of development, is the reason 
for design change loops during the calibration phase. Donaldson KPI dashboard is prepared to include 
all relevant information during the requirement engineering phase and are effectively fed into the con-
cept design, enabling a possibility to arrive at a first-time right design.  
In this early stage, we focus in bringing the core strength, best suitable concepts, previous experiences, 
material choices to suit end usage and right thermal management to retain enthalpy within emission 
systems. Such wholesome approach is critical to ensure the system meets and exceeds the functional 
expectations in real loads.   

Fig. 2. Donaldson Emissions System Product Development Approach 

Once when the right concepts are brought together, we follow a streamlined approach to keep the design 
simple, use validated and proven technology. This way, we start with an already matured design which 
has functional backup from experience design required fine tuning to reach peak efficiency is minimal. 
With the concept design in place, we aim to meet customer set targets and Donaldson engineering KPIs, 
derived from working closely with calibration team of our customers and technology partners. Referring 
to figure 02, through the finetuning process, there is clear documentation of the design changes and the 
functional responses attributed to each iteration. This gets logged into our design library, allowing us to 
refer to the Dos & Don'ts for during every requirement engineering phase. The design verification stage 
matures at concept proofing by simulation methods and is followed by rigorous inhouse bench tests. 
Once the optimization round is complete, we ensure to use our internal lab infrastructure to get insights 
on the system performance and the correlation is retained at > 97% for the set KPIs. Such depth and 
width of understanding around the emission system development allows us to remain agile during the 
entire product development phase and extend engineering services that meet project KPIs along with 
system requirements of the performance and emissions team across all operating loads of engine map. 
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3. Industry finest resources
We understand, to be able to extend the finest support to our customers, we need the best mix of experts 
and tools. Effectively, our Global technical Group is a pool of experts, with functional know-how on 
emission systems. Our experts constantly take part in the correlation discussions which enable bridging 
gaps between virtual simulation and physical sample behavior. 

3.1 EAT System evaluation KPIs focused by CFD 

To effectively develop an emission system that has full potential to enable emission regulatory targets 
at all operating loads over engine map, we focus in detail on the basic performance KPIs and internal 
engineering set targets. This approach allows Donaldson emission systems to support the complex 
calibration strategy and react well to the defined algorithms. Modeling and simulation will be playing an 
important role in the development process to validate various conceptual designs meeting the perfor-
mance. A commercial CFD tool Ansys Fluent is being used to understand the fluid flow, UWS evapora-
tion and mixing characteristics of the EAT system. A schematic view of the EAT system modeling as-
sumptions is given in the following figure. Fluid flow was modelled in the study could be represented as 
follows. 

𝜌𝜌𝜕𝜕𝜑𝜑/𝜕𝜕𝜕𝜕 + 𝜌𝜌𝑑𝑑𝑑𝑑𝑑𝑑�𝑢𝑢𝑗𝑗𝜑𝜑� = −𝜕𝜕𝜕𝜕/(𝜕𝜕𝑥𝑥𝑖𝑖) + 𝑑𝑑𝑑𝑑𝑑𝑑(𝜏𝜏𝑖𝑖𝑗𝑗) +  𝑆𝑆𝜑𝜑 

Where 𝜑𝜑is flow variables namely mass (𝜑𝜑=1), velocity (𝜑𝜑=u, 𝜑𝜑=v, 𝜑𝜑=w) in the respective direction, and 
Temperature (𝜑𝜑=T). 𝑢𝑢_𝑗𝑗 is the velocity vector, 𝜌𝜌 is the density of the fluid and P is the pressure. 𝜏𝜏_𝑖𝑖𝑖𝑖 is 
the shear stress term and could be expressed as the constitutive equations. 𝑆𝑆_𝜑𝜑 is the source term 
considering the porous resistivity, centrifugal forces, etc. Exhaust gas is modeled as a multispecies of 
the diesel combustion byproducts. Choice of turbulence models is critical as the flow path consists of 
the swirl devices. RANS based k-ε turbulence model with enhanced and scalable wall treatment is 
used in the current study. Heat transfer from exhaust gases to the ambient through the piping and in-
sulation components are modeled as the convective boundary conditions. Substrates are modeled as 
a macroscopic porous substrates using the Darcy–Forchheimer equation empirical equation. ∆𝑃𝑃/𝐿𝐿 =
𝜇𝜇/𝛼𝛼𝛼𝛼 + 𝐶𝐶2𝜌𝜌/2𝑢𝑢2  

While the exhaust gas is modeled using Eularian approach, UWS solution is modeled using Lagrangian 
droplets. Discrete phase model is used to model the UWS droplets as a multi component spray via 
statistically valid parcel approach. The governing equations (Mass, momentum, and energy) of both 
droplet and gas phases are two-way coupled. Water evaporation of UWS Droplet, urea liquid decompo-
sition and volumetric reaction conversion into NH3 was modeled in accordance with Fluent inbuilt sub 
routines.  

Rosin-Rammler distribution is considered to represent the droplet size distribution per equation 
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𝑌𝑌𝑑𝑑 = 𝑒𝑒−𝐾𝐾𝑛𝑛 
Where, 

𝐾𝐾 =  𝑑𝑑/𝑑̅𝑑 
UWS solution was injected in an unsteady pulsed manner to resemble the real case scenario as shown 
below. 

Further these droplets interactions with wall to predict the deposit formation was evaluated using the 
Kunkhe impingement model. For this purpose, the mixer surface was treated as a coupled wall to predict 
the droplet impingement heat transfer and thus the wall film formation. Considering the wall temperature, 
droplet impingement conditions, droplet material properties and wall film height, impinging droplets on 
the walls might rebound or thermal breakup at higher temperatures and deposit or splash at lower tem-
peratures. For the wall temperature beyond 265-280 degrees is critical to form the fluid film by means 
of particle splashing and deposition [15]. 

The area weighted uniformity indications for flow and species were estimated as follows. 

𝛾𝛾𝑎𝑎 = 1 − ∑ [(∅𝑖𝑖−∅𝑎𝑎)𝐴𝐴𝑖𝑖]𝑛𝑛
𝑖𝑖=1
2∅𝑎𝑎 ∑ 𝐴𝐴𝑖𝑖𝑛𝑛

𝑖𝑖=1

where, 𝛾𝛾𝑎𝑎  is the area weighted uniformity index  i is the face index of a surface with n faces and ∅a  is 
the average value of the variable. 

∅𝑎𝑎 = ∑ ∅𝑖𝑖𝐴𝐴𝑖𝑖𝑛𝑛
𝑖𝑖=1

∑ 𝐴𝐴𝑖𝑖𝑛𝑛
𝑖𝑖=1

 

Some indices focused during CFD verification at concept proofing stage are; 

3.1.1 EAT System backpressure [full system and section wise]. 
• We utilize the online pressure drop tool from our technology partner [NGK] for inputs related

to ceramic substrate pressure drops.
• For metallic substrate pressure drops, we rely on the pressure drop tool from our technology

partner [EMITEC].
• These inputs are essential for calculating the inertial and viscous resistance coefficients of

the substrates, enhancing the correlation between CFD simulations and actual measure-
ments.

• Our development reports consistently include pressure drop indications for bare fresh sub-
strates, along with trends illustrating the impact of soot and ash loading throughout the sub-
strate's useful life.

• This early-stage input is crucial for engine calibration to maintain the necessary EAT pres-
sure drop range.
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Fig. 3. System pressure drop indications as an input for engine calibration [Simulated pressure drop 
indi-cations, shared for all development projects handled by Donaldson – courtesy NGK online PD tool]   

3.1.2 Substrates flow uniformity indications 

Flow channel design for ensuring full utilization of the catalyst is critical to an EAT system 
architecture. This allows the respective chemical kinetics or filtration efficiency to reflect set 
targets across all operational loads across engine map, under different machine operating 
loads. Within Donaldson emissions, in our CFD verifications, we not only focus on the flow 
utilization in cumulative average but also go into details of min/max binning to fall withing a 
calibrated range. This approach helps give clear indication of field behavior and to ensure 
there are no local hot spot of gas focus, which can eventually disturb respective technology 
performance degradation over time.  

• For DOC, the oxidation substrate is coated with platinum group metals, and the efficiency
is critical for effective exotherm, conversion of CO, HC and NO2 generation.

• Exothermic reactions, reacting to the induced engine out HC supports in effective regener-
ation.

• Engine out HC content, if slipped without conversion can poison SCR downstream.
• To maintain a balance of NO2/NOx ratio is critical to ensure higher and fast kinetics at SCR.

Lower and higher order of NO2 disturbs the conversion efficiency at SCR, maintaining a
range between 0.4 – 0.6 for the ratio remains critical conventionally.

• With DOC being a mechanical component, not protected by any prognosis or close looping,
the design of pipes and cone profiles to support full frontal surface utilization is extremely
important.

• For DPF, to ensure soot and ash filtration are optimal, flow optimization the filtration of soot
and ash ensures regulatory norms are met.

• A DPF or an SCRoF enables filtration to >99% and particulate filters are standalone me-
chanical components to enable such filtration.

• This mandates, gas flow focus should be covering the entire filter frontal surfaces, failing
which would mean there is localized soot and ash loading on the particle filter.

• Such behavior would result in frequent regeneration trigger, completely deviating from the
soot loading models.
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• During hot shut down conditions, if the soot loading is nor distributed evenly, there is high
chance of thermal degradation of substrates due to radial temperature differences crossing
design threshold.

Fig. 4. Understanding and prediction of real time system functioning of a SCRoF technology 

• In an ideal closed looping, such frequent trigger for regeneration might force vehicle derate
and call for service regeneration.

• Such abnormal field issues, through the life od the filter, can be avoided when packaged
with the right flow focus, which is ensured by an effective CFD.

Fig. 5. Flow path optimization of an SCR [inlet cone optimization – modularity considered from DOC] 

• For SCR, general focus during development for NOx conversions are on NH3 uniformity.
• All the proof of concept and field validation are focused towards the NH3 distribution and

NOx conversion efficiency.
• While NH3 uniformity is critical, flow uniformity over SCR is equally important to ensure the

efficiency of the coated SCR substrates are fully utilized.
• Also, higher flow uniformity would mean lower risk of NH3 slip.
• Stage V EAT architecture, due to huge SCR volume requirements to achieve higher NOx

conversion, saw the need for dual leg SCR layouts. For such systems, flow path design s
to ensure good mass flow split is critical. By CFD, we ensure gas flow split if focused equally
between each SCR sections.
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Fig. 6. In depth focus at Dosing module packaging to avoid disturbance to urea spray patterns 

Fig. 7. Theoretical and empirical expertise to enable smart system optimization 

Computational fluid dynamics (CFD)-based design optimization by coupling it with statistical algo-
rithms is utilized to speedup the product development lifecycle with optimum design. Coupling the sta-
tistical tools with CFD was performed for studies like Design of Experiment, response surface creation 
and optimization.  

Case Study: Due to compact space before the substrate, the target flow uniformity of 0.98 was not 
achieved. Based on the flow fields for base case we identified the recirculation zone. Parametric fea-
tures introduced in design to break this recirculation. Fig.1 shows the parameters considered. Firstly, 
we performed the DOE study for screening of the parameters. Out of 4 parameters we identified the 2 
critical parameters C_Z and D_Z. Then we performed the Optimization, the Objective of the Optimiza-
tion is to maximize the uniformity index. Design manager have the single objective as well as multi ob-
jective optimization algorithm. There is other important setting for optimization which we defined to 
make the optimization process efficient like Objective constraints, parameter types, parameter resolu-
tion, baseline case, total number of designs to run etc. Considering proper setting for these reduces 
the optimization time as well as improves quality of the optimization results. 
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3.1.3 NH3 [Ammonia] Uniformity Indices 

Mixer efficiency in for of NH3 uniformity is a topic we have correlated to greater extent and our 
prediction represents >99% correlation to engine bench measurements for both steady state 
and transient legal cycles. Donaldson Emissions has a huge portfolio of IP protected mixers, 
which effectively have amassed extreme field experience and proven robust, meeting functional 
rudiments at all operating loads, in variety of off-road machine applications.  

Fig. 8. Donaldson in-house developed NH3_UI measurement device and results used for CFD correlation 

All of Donaldson mixers are focused for development on CFD, with a parallel correlation run 
focused in our in-house engine labs. We have developed uniformity measurement devices 
which can show results in industry best turn around time and use the expertise of our engineers 
and infrastructure to run engine bench and CFD trials in parallel to keep a clear understating of 
the concepts and improve correlation as and when possible.  

Fig. 9. Donaldson mixer development strategy with continuous learning and documentation 
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3.1.4 HC uniformity 

Tier5 discussions have indicated a need for fuel injection focused into the emission systems, to 
enable rapid heat up and support cold start. Donaldson, with a proactive approach, reached one 
of our technology partners [Bosch], understood their HC injection algorithm and development 
focus by CFD. Donaldson and Bosch CFD engineers had a good discussion which supported 
HC injection based CFD methods to be one-to-one matching with how Bosch approved its HC 
injection for regeneration.  

Fig. 10. Donaldson hydrocarbon-based injection study [correlation support from Bosch GmbH]  

From here, Donaldson continued the verification practices and have developed in depth study 
possibility to identify when a system would need HC mixer and how to ensure effective utilization 
of injected HC in exhaust stream over an eHeater or a heat up catalyst.  

3.1.5 Deposit predictions 

First focus of our mixer technology is to keep the system deposit free across all operating loads. 

Fig. 11. Wall wetting and deposit study across full EAT system 

To achieve this, we have conducted extreme correlation runs back-to-back between our burner 
labs and CFD. This allowed us to arrive at the CFD binning methodology. In this method, we 
conduct injection-based deposit study to observe wall film formation and have a mass balance 
between injected urea over a certain time and amount of non-evaporated mass that stays in the 
system. This delta in mass balance, indicated the potential risk of deposits. With our correlation 
back up, we scale down the mass and bin them based on their film thickness.  
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Fig. 12. Donaldson in-house developed deposit imaging system used for CFD correlation 

After such binning, we can clearly identify, where reversible crystals will form, during what loads, 
at what rate and identify critical zones in mixers where irreversible deposits are foreseen. None 
of Donaldson design, would have a development go-ahead after a critical [red zone] is identified 
by CFD. We ensure to keep the mixers in low-risk zone before design freeze.  

Fig. 13. Donaldson in-house developed deposit binning method used in CFD development reports 
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3.1.6 Sensor packaging 

From Stage V/Tier4F, the EAT systems are included with close loop calibration for regeneration 
and dosing strategy to ensure effective NOx conversions. Such close looping is critical to have 
instantaneous feedback loops which are sensor driven. This puts critical need for the sensor, to 
be packaged to indicate the right references. Donaldson by extensive discussions and iterations 
with our sensor suppliers, have ensure the necessary packaging guidelines are respected in 
the CAD level and sensor evaluation procedures are conducted to understand sensitivity study. 

Fig. 14. Sensor packaging and sensitivity evaluation [reference for NOx sensor] 

This is ensuring first level confidence on sensor packaging, which at later stage supports the 
calibration team to have effective indication from the validated sensor locations. Sensor pack-
aging and verifications methods are developed, validated, and not effectively included into our 
development reports for temperature, pressure, and NOx sensors. Correlation buildup is ongo-
ing for PM sensors, which can find its need with implementation of OBD-2.  

3.1.7 Readiness for beyond Stage V 

With continuous learning and improvement inculcated within the engineering principle and hav-
ing close working relationship with our customer and technology partners, we have effectively 
invested pour resources to ensure CFD methods are adept to suit future EAT system evaluation. 

Fig. 15. Cold start explained over a OHW-Stage V NRTC Cycle 
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We have effectively completed 2 rounds of correlation runs based out of Donaldson internal 
demonstrator Tier-5 EAT systems.  

Fig. 16. Donaldson Internal Tier-5 Demonstrator [HC injection, eHeater, 2 urea injectors – dual 
dosing system]   

These demonstrators EAT systems had 3 dosing injections, 1st urea injector for a close 
coupled SCR, 2nd HC injector for rapid heat up setup combined with a HC mixer, 3rd injector 
is also a urea injector for the main SCR setup packaged away from engine.  

Fig. 17. Development correlation >97% achieved for Tier-5 internal demonstrator 
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4. Conclusion

Like any ideal product development team, Donaldson emission primarily focused on design verification, 
design optimization and design release for proof of concept based on flow simulations. With a customer 
first focus and our development strategy to ensure emission systems for performance and emission 
team’s ease, we included the detailing of KPI of each technology and found ways to integrate those 
latent KPIs into our development study. This approach, has proven effective with excellent feedback of 
systems form field, meeting functional KPIs at all operating loads. Importantly, the design revision loops 
have come close to negligible from functional requirements. We continue with our focus of development 
for emission systems to meet calibrator’s close loop requirements and ensure continuous improvements 
and correlation to our verification methods. Our CFD engineers are trained extensively on system per-
formance and real-life applications. Their involvement in correlation runs from internal engine bench 
tests help understand and bridge gaps wherever necessary. With such close-knit work package, within 
Donaldson emissions, we can deliver, fully verified emission systems which can meet functional targets 
and behavior expectations of emission calibration team, with a first-time right approach.   Our flow study 
correlation across system remains at >98% for pressure drop and uniformity indices. NH3 injection-
based uniformity correlation is >98% and crystallization prediction is >97%. We have extensively in-
vested in thermal CFD to support future emission system development to predict substrate heat up time 
by including substrate and EAT thermal inertia. Present level of maturity for skin temperature indication 
is >98%. Temperature predictions across EAT in steady state is >96% and transient legal cycles for 
each point across EAT is >94%. With gaps identified and maturity possibility in place, we are progressing 
well with our correlation runs and have plans to achieve higher correlation for thermal CFD also. This 
way, we would be able to deliver excellent thermal prediction for future Tier-5 emission systems, indi-
cating at a very early stage regarding h4e cold start performance of the concept designs.  
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Abstract. 

Transition in the automotive industry from conventional Gasoline and Diesel vehicles to Battery Electric 
Vehicles (BEV) represents a challenge to overcome the range anxiety from the customer. Cell capacity 
and energy density are two key factors to improve the range of BEV vehicles. Nowadays, the best cell 
technology to maximise these factors, are Lithium – Ion (Li-Ion) battery cells. Li - Ion battery cells can 
experience uncontrolled release of energy under abuse conditions, which can compromise the safety of 
the vehicle, the passengers and surrounding elements.  The control and containment after a thermal 
event is key in the design of a BEV vehicle and it is getting more complex due to the energy density 
increase of the cells. Early design optimisation is critical to avoid late battery and vehicle design changes 
that could lead to potential programme delays and induce unexpected costs. In order to design a robust 
and safe solution it is essential to develop a hybrid approach maximising capabilities and limitations of 
virtual and physical techniques. On the one hand, early in the programme there is typically limited ca-
pability to physically test full battery packs with different design solutions. On the other hand, later in the 
programme, there are limitations of conducting enough number of physical tests to include all potential 
levels of variability. For this reason, it is required to develop a hybrid process where virtual and physical 
techniques come hand in hand to design a robust and safe solution. In this paper, risk and challenges 
of thermal runaway and propagation will be explained, and a hybrid virtual-physical development pro-
cess will be proposed. 

Notation (optional) 
ARC Adiabatic Rate of Calorimeter 

BEV Battery Electric Vehicles 

Cp Specific Heat 

OEM Original Equipment Manufacturer 

JLR Jaguar Land Rover 

m mass 

Q Heat release 

SoC State of Charge 

T temperature  

1. Introduction
Thermal runaway is an uncontrolled release of energy in form of an explosion with flames, gases 

and particles from a cell in a battery pack. Thermal propagation is the extension of the thermal runaway 
of a cell into thermal runaway in any other cells within the battery pack. The management of Thermal 
runaway and propagation is a safety concern for every Original Equipment Manufacturer (OEM), includ-
ing Jaguar Land Rover (JLR). The management of it has effects in the safety of the vehicle and the 
occupants and in the potential warranty of the vehicles and brand’s reputation if the battery pack is not 
robustly designed. 

The control of the thermal propagation is regulated by the Chinese authorities in the GB38031 legis-
lation; legislation that states that after a thermal runaway event of a single cell, the battery pack shall 
not cause danger to the occupant compartment of the vehicle within five minutes after the thermal event 
is detected. JLR is committed to ensure the maximum safety of their vehicles and it is designing the 
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battery packs not only to ensure that the legislation is accomplished but also to maximize the level of 
safety for its customers. 

The recent challenges from customers to increase the energy density of the battery pack has in-
creased the risks and challenges for designing safe and robust battery packs that can contain thermal 
runaway and control propagation. In order to optimize the design of the battery packs against thermal 
runaway and propagation, a hybrid development process between physical test and virtual analysis is 
developed to maximize development cost, time and robustness [1]. 

2. Hybrid development process
The hybrid development process is the approach required for the robust design of battery pack to

avoid and control thermal propagation after a thermal runaway event. This process consists of combin-
ing simulation and physical testing for optimization of the system allowing reduction of risk and saving 
development time. In this process, a set of physical tests are executed in order to characterize and 
calibrate the digital twins to be able to predict the behavior of the cells during thermal runaway. A digital 
twin is a virtual model that is created to accurately reflect an existing physical unit. The digital twin 
represents an individual physical product or process and it is used to understand and predict the physical 
counterpart’s performance characteristics. For thermal runaway and propagation, there are two key set 
of tests that are needed to be executed to calibrate through the physical behavior through digital twins 
(figure 1).  

Fig. 1.  Hybrid development process 

1. Trigger cell: heat release and cell expansion during thermal event based on the trigger method
(figure 2); typically, a preferred triggered method is selected to assess the legislation. A bespoke
test is executed with a high quantity of measurements to calibrate the heat release and heat
transfer of the cell that is triggered. With this test, the heat release of the triggered cell is calibrated
in the digital twin by matching thermal results from the test. Another test is required to assess the
geometrical change of the cell due to expansion based due to the chemical reactions. The cell
expansion can directly affect the heat transfer to neighbour cells and components depending on
the design. A bespoke test is executed with a limited number of components but with same level
of constraints as in the battery pack to assess the cell expansion. With this test, the thermal
resistance as a function of time to the different components is calibrated in the digital twin. Both
tests are repeated several times to obtain the variability based on cell-to-cell variation.
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Fig. 2.  Phases of the thermal runaway event for a typical automotive cell 

2. Neighbour cell: heat up behavior of the neighbour cell due to heat transfer from the triggered cell.
The test is typically executed in Adiabatic Rate of Calorimeter and the heat release of the neigh-
bour cell is calibrated in the digital twin.

Once the model is calibrated, it is possible to assess the response of the battery pack to a thermal 
runaway event and support the optimization of the design to contain/prevent thermal propagation. To 
validate the virtual solutions, smaller rig configurations can be physically tested based on the design 
modifications assessed virtually to confirm the response before conducting costly full battery pack tests. 

3. Thermal Runaway. Cell and energy Characterization

Thermal runaway in Li-Ion cells occurs due to the rupture of the separator between the cathode and
anode which causes a short circuit within the cell. The failure of the separator can occur due to the 
separator collapsing, tearing or piercing. During thermal runaway, chemical reactions occur which result 
in the heat up of the cell material (within seconds) and the increase of the internal pressure, eventually 
causing the cell to rupture and mass ejection in the form of gases and particulates at high speed and 
temperature. 

The energy released during the thermal runaway event is mainly due to the electric energy within the 
cell. In figure 3, it can be observed the different cell technology against energy density. In the last decade 
the specific energy has increased 50% from NMC111 to the latest NMC 900 series. For this latest type 
of cell, the specific energy can go up to 900 Wh/kg keeping a similar nominal voltage of 4V.  

Fig. 3. Specific energy and energy density of Li Ion cells in automotive industry 
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Another factor that has improved the Energy Density and Specific Energy; apart from the chemistry, 
is the size of the cells, allowing to have higher capacity cells. The first generation of Tesla vehicles were 
using cylindrical cells with 3.1Ah capacity while today different cell suppliers and cell types (prismatic 
and pouch) allow cells up to 200Ah as shown in figure 4. 

Fig. 4. Cell capacity evolution from 2010 to 2021 [2] 

With the knowledge of the specific density, nominal voltage and the capacity, it is possible to calculate 
the total electric energy that is released in form of heat for a full State of Charge (SoC) cell using equation 
1. For the high capacity cells, the energy can go up to 3MJ.

𝑄 [𝐽] =  𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦[𝐴ℎ] ∙ 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 [𝑉] ∙ 3600 
Eq. 1. Electric cell energy release after thermal runaway 

In parallel, using equation 2, it is possible to obtain the typical cell weight of a single cell, weight that 
can go up to 3kg. 

𝑚 [𝑘𝑔] =  
𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦[𝐴ℎ] ∙ 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 [𝑉] 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 [𝑊ℎ
𝑘𝑔

]

Eq. 2. Cell weight of latest BEV cells 

With the knowledge of total energy release and the cell weight, using equation 3, it is calculated the 
temperature that the cell will be at after a thermal event that it will be around 1000-1200C depending of 
the cell specific heat (Cp) that is typically between 800-1000J/kgK. 

∆𝑇 =  
𝑄[𝐽] 

𝑚[𝑘𝑔] ∙ 𝐶𝑝[ 𝐽
𝑘𝑔𝐾

]

Eq. 3. Cell Temperature after thermal event 

3.1 Thermal Runaway energy distribution and trigger methods 

During thermal runaway, there is heat up of the cell due to chemical reactions that occur inside the 
cell due to failure of the separator. The chemical reactions inside the cell increase the internal pressure. 
In order not to break the cell can from an uncontrolled location, the cells have venting pressure devices 
that break when the internal cell pressure increases to the vent device rupture limit. The rupture pressure 
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is dependent on the type of cell and cell design but can be within the range of 3 to 10 bar.  Through this 
venting device there are gases and particulates ejected into the battery pack what represents a chal-
lenge for the design. The gases are typically a mixture of combustible gases such as methane, hydrogen 
or carbon monoxide. These gases, if mixed in the correct conditions with air can result in flames what 
further increases the challenge of controlling a thermal runaway event. In parallel, the particulates are 
ejected from the cell at high speed and can cause erosion, impact damage and possible melting of 
structural components which can lead to flames outside of the battery pack compromising the safety of 
the battery design. Depending on how the separator fails the speed and behavior of the chemical reac-
tions varies, leading to different distribution between percentage of mass retained within the cell and 
the; percentage of mass ejected in the form of gases and percentage of mass ejected in the form of 
particulates.  

There are multiple reasons why the cell can fail, and there are equivalent trigger methods to induce 
the failure. The cell can fail due to separator collapsing, separator tearing or separator piercing. These 
3 failures have their equivalent inducing method that are causing the failure of the cell due to over 
temperature, nail penetration or over-charge respectively. In parallel, these three failures are equivalent 
to field potential failures such as crush, internal short circuit and overheating during charging/traction 
respectively. The faster the thermal runaway happens; the more mass is ejected due to higher kinetic 
energy in the cell when the venting device fails. In table 1, it is shown the extreme of percentage distri-
bution depending on the trigger method and the condition. The battery pack shall be designed for the 
worst condition of all three gases, particulates and mass retained. 

Table 1. % of mass distribution after a thermal event 

Mass retained 20-80%
Mass ejected (particulates) 30-60%
Mass ejected (gases) 10-15%

In summary, for the latest cell technologies, it needs to be controlled after a thermal event up to almost 
3MJ of energy release in terms of heat due to the electric energy; in addition, the gases can also combust 
increasing the risk of energy release and management. Finally, the distribution of energy between gas 
ejection, particles and mass retained in the cell differs based on cell design, cell state of charge, ambient 
conditions and cell failure method what makes more challenging the robust design of battery packs due 
to the multiple possible combinations. The extent of the of the variation can be observed in figure 5. 

Fig. 5. Energy distribution as function of different trigger methods and external conditions [3] 
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The adiabatic Rate of Calorimeter (ARC) is the physical test used to characterize the behavior of a 
cell during thermal runaway. The ARC is a physical test that consists of introducing a charged cell in an 
adiabatic calorimeter. Afterwards, the cell is heated at constant rate (typically 5/10 degrees and letting 
the cell stabilize (heat and wait phase) until the cell start heating by itself (seek phase) at which the 
calorimeter follows the temperature of the cell until it goes to thermal runaway. In the heat up of the cell 
there are 3 main phases. In the first phase, up to T1, there are no chemical reactions in the cell; at T1, 
the chemical reactions start occurring, but the overall process is endothermic up to T2. At T2, the overall 
set of reactions become exothermic up to T3 (Thermal Runaway temperature) that is when the thermal 
runaway event happens and there is a sudden increase in cell temperature with orders of 100s of de-
grees within seconds. It is important to mention that this T3 varies based on separator design and can 
be between 150C to 200C, and there is a typical variation up to ±5 degrees for the same cell design. A 
schematic of the process can be observed in figure 6. 

Fig. 6. ARC Process and phases [4] 

The ARC data is the first key input of the hybrid development process as it is used to assess virtually 
if after a thermal runaway event in the triggered cell, there is propagation in any of the neighbours. It is 
necessary to build a digital twin of the ARC test and calibrate the virtual model to get the heat generation 
of the cell against temperature based on the physical test. This heat generation against temperature is 
what is used in the battery pack analysis as input to assess the propagation risk. The most important 
requirement in this calibration is to accurately capture the rate of heat ahead of the thermal event close 
to the thermal event as that will drive the predictability in cases where there is close risk to propagation. 
In figures 7, 8 and 9, a calibrated digital twin is shown for the thermal runaway of a Li-ion cylindrical cell 
[5]. The discrepancies shown after the thermal event in figure 6 are due to the fact that the ARC stops 
being adiabatic after the event while the digital twin is still adiabatic and, therefore, there is not heat loss; 
however, there is almost perfect match in the heat up section (figure 7). 

3.2 Adiabatic Rate of Calorimeter (ARC) 

Fig. 7. Calibrated digital twin of a thermal runaway ARC test 
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Fig. 8. Calibrate digital twin compared with physical test 

Fig. 9. Zoom in the heat up section of the ARC digital twin 

4. Thermal Runaway and Propagation. Physics of failure
In order to design and optimize the battery pack to prevent thermal runaway and propagation, it is

essential to firstly understand the challenges and risks that are required to be mitigated. To do so, 3 
ideal functions are defined:  

• Prevention of a secondary cell or more going into Thermal Runaway ‘X’ time (based on targets)
after the initiator cell.

• Transportation and cooling the gas and particles from the trigger cell to the external atmosphere
preventing flames existing pack (T < 500C) and avoiding damage to the pack components
through erosion, melting & arcing.

• Warning of the driver of a thermal runaway event cascading timing requirement from the anti-
propagation system

These 3 ideal functions allow the design team to understand the areas that the system needs to be 
controlled to control the risk after a thermal event to passengers and people around the vehicle. 

4.1 Prevention of a secondary cell going into thermal runaway due to heat transfer 

To prevent a neighbour cell from going into thermal runaway it is essential to design based on the 
different heat transfer mechanisms: conduction, convection and radiation. It is critical to ensure the 
avoidance of the overall heat but also potential local hotspots that can cause thermal propagation. 

The conduction is the heat transfer occurring due to direct contact through the trigger cell. Cells are 
as packed as possible, to maximize the package space, to optimize weight and range. The heat transfer 
occurs through the structure, busbars, glues and other components in the battery pack. In order to 
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control the conduction heat transfer, the battery packs are designed to guide the heat towards the paths 
that limit the heat transfer to the neighbor cell directly. Different materials are assessed to optimize the 
system. Another control parameter is the cooling system which can be used to extract the heat from the 
cell to the coolant fast and limit the total heat transfer to the rest of the structure. This heat transfer can 
occur as well due to particulates ejected landing into areas of the system close to neighbor cells. There 
are materials that are being optimized to control, delay and limit the heat transfer through conduction 
from these particulates. The convection is the heat transfer occurring from the hot gases ejected after 
the thermal event. These gases can enter in the air gaps between components and can cause localized 
heating that can induce cell propagation. In the pack design, it is essential to control and optimize the 
gas path to limit this heat source. Finally, radiation is another critical heat source due to the high tem-
perature that the system gets to. In order to limit radiation effects, there are materials added to the 
system with low emissivity to control the radiation heat up effects. Virtual assessments are performed 
to optimize the system ahead of physical tests. An example of this optimization can be observed in figure 
10, where different material selection based on diffusivity between cells can change considerably the 
neighbour cell temperature and, therefore, the risk of propagation. The best material is selected based 
on safety, cost and weight. 

Fig.10. Effect of material selection between cell for thermal propagation risk 

4.2 Prevention of a secondary cell going into thermal runaway due to arcing 

Thermal propagation can occur due to the arcing. Arcing occurs when electricity jumps from one high 
voltage connection to another. This can happen due to an electrical breakdown of conductive gas/solid 
that produces an electrical discharge. As the particulates and the gases ejected from the trigger cell are 
electrically charged, there is risk of arcing what causes quick discharge of the cells and thermal propa-
gation. The battery packs are designed against this failure mode by driving the gases and particulates 
away from critical areas. Besides, the critical high voltage components are usually protected with isolat-
ing materials and kept at enough distance to minimize the risk of this failure. Again, the system can be 
designed and tested virtually to minimize risk of arcing based on particulates and gases distribution. 

4.3 Prevention of system failure due to gases causing flames outside the pack 

The legislation specifies that the vehicle shall be safe after a thermal event and one of the require-
ments that get cascaded from it is that the gases need to be cool down inside the pack so that they are 
cold enough when they leave the pack so that they do not auto-ignite when mixing with air outside the 
pack. The requirements in terms of temperature based on the auto-ignition temperature of the gases 
ejected (hydrogen, methane and carbon monoxide mainly) is presented in figure 11. Typically, the struc-
ture and the gas path until the venting device is designed to absorb enough heat before the gas exit. 
Again, virtual analysis is executed to optimize the gas path for different cell locations to ensure that there 
is no risk of flames when physical test is executed.  
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Fig.11. Thermal runaway gas temperature requirement at pack exit 

4.4 Prevention of system failure due to structural integrity 

During the thermal runaway, the ejection of gases and particulates can cause the failure of the struc-
tural integrity of the pack causing pack rupture and risk of flames outside the pack. The first reason of 
pack integrity failure is due to the increase of internal pressure of the pack due to the hot gases ejected 
that can cause the rupture of the lid, joints or sealings. In order to decrease this risk, it is typically intro-
duced a venting device that opens after the event so that there is limited pressure increase allowing the 
system to keep its integrity. Knowing the gas ejection from physical test, it is possible to virtually assess 
the best location of this device and the mass flow requirements. The second reason for pack integrity 
failure is due to the melting caused by hot gases and particulates. One key set of components to focus 
Is the cooling pipes as melting these components can cause leakage of conductive coolant on the pack 
floor inducing a short-circuit and consequent thermal propagation. It is possible to virtually track the 
location of the particulates and gases and how they heat different components and protect any potential 
component that can be damaged, typically plastic components. 

4.5 Prevention of failure due to thermal runaway detection 

Finally, thermal runaway detection is a must condition in the design to be sure that the customer gets 
a warning signal after the thermal event to evacuate the vehicle. There are multiple types of sensors 
that can be used for detection due to the characteristics of the phenomenon. Depending on cost, ro-
bustness or reliability, it can be selected pressure, thermal or particle sensors (such as CO2 sensors) 
[6]. The number of sensors depends on the pack distribution as every cell in the pack needs to be able 
to trigger at least one of the sensors. However, extra robustness is typically added to have at least two 
sensors capturing the event. The selection of the sensor type, number of sensors and location is typically 
driven by virtual optimization. As it can be observed in figure 13, there are some parts of the pack where 
there is a low concentration of venting gases during the event what will increase the difficulty and delay 
of measuring the event and virtual analysis helps to position the sensors in ideal locations. 
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Fig.12. Virtual assessment of gas distribution in battery pack after a thermal event 

5. Conclusions
As presented in this document, the design of battery packs against thermal runaway and propagation

is one of the key safety and legislative requirements for BEV. The complexity of physics, the variability 
and the cost does not allow to develop the system against this requirement robustly using either physical 
or virtual techniques. For this reason, a hybrid development process is deployed, a process that allows 
to maximize the use of virtual techniques by calibration of key input data through physical tests and final 
verification in the test. 
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Abstract. The trend toward electrification in powertrain systems and fast market uptake of electric ve-
hicle (EV) batteries for reducing vehicle pollution underscore the growing importance of performance 
and safety in Li-ion batteries. Despite the outstanding status of Li-ion EV batteries in the market and 
rising energy density, significant safety concerns persist for battery manufacturers and EV drivers. Li-
ion batteries are susceptible to various abuse conditions that can trigger exothermic chain reactions 
inleading to thermal runaway (TR), combustion of battery systems and EVs. Various battery TR kinetic 
mechanisms and models have developed to formulate the exothermic reactions occurring in batteries 
under critical operating conditions. Nevertheless, the application of TR models leads to different results 
which directly influence the predictability of TR process in the EVs. Accordingly, a comparative assess-
ment of the most important kinetic mechanisms for different chemistries is necessary to facilitate the 
utilization of TR models in battery operation under the critical conditions. This study investigates different 
TR kinetic mechanisms by exploiting a battery 3D thermal model with the most common kinetic reactions 
in TR sub-model built in the COMSOL software. The research also examines the capability of the differ-
ent kinetic mechanisms to reproduce the various reaction paths leading to TR for various battery chem-
istries. Additionally, the validation process of numerical studies against detailed 3D geometry compared 
to traditional 1D models is conducted to assess the reliability of results and provide a more in depth 
understanding of temperature evolution inside the cell. The results demonstrate that different cathode 
materials exhibit significantly different thermal behavior under abuse conditions including critical tem-
perature of TR, maximum temperature and released heat. Moreover, different kinetic mechanisms and 
their ability to reproduce different reaction paths led to more accurate results. 

1. Introduction
Electric vehicles have been increasingly growing in the last decade and are showing much more poten-
tial in the automotive industry due to their promising zero tailpipe emissions in the vehicle, excellent 
integration with renewable energy sources and superior performance in the electric powertrain systems. 
Despite the key role of batteries in electric vehicles, challenges toward the further development of Li-Ion 
batteries (LIBs) in EVs include, but are not limited to, increasing the energy density, improving lifetime, 
and enhancing the safety standards. Numerous attempts have been made to improve the safety stand-
ards of LIBs for further acceleration of EV global market and alleviating the remaining barriers in the 
development of next generations of LIBs [1].  
The recent explosion of LIBs in EVs, smartphones and even in the transportation and storage process 
have caused extensive concerns in the public, with special safety issues in the EVs. LIBs can undergo 
a series of exothermic chain reactions called thermal runaway (TR) when triggered by thermal, mechan-
ical, or electrical abuse conditions. Physical damage during car crashes, manufacturing faults, over-
charging, and cooling insufficiencies are some of the examples of abuse conditions in the LIBs. The 
importance of TR comes from not only the high safety standards of EV and passenger, but also from 
the severity of event. EV battery packs contain hundreds to thousands of LIB cells and triggered cells 
can release a substantial amount of heat, resulting in the propagation of TR to the adjacent cells and 
threatening the whole vehicle and passengers. Thus, researchers have aimed at studying the thermal 
behavior of LIBs under different conditions and modelling of TR event with heat release rate and 
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temperature increases of cell. Nonetheless, different TR models are developed for different chemistries 
and vary in terms of number of reaction and modelling approach, which limits their applicability in the 
real operating conditions [2]. 
Thermal abuse conditions trigger the decomposition of the chemical compounds and components inside 
the battery. The decomposition of different compounds is an exothermic reaction and leads to the ele-
vated temperate, which could enable the decomposition of other compounds and form a series of chain 
reactions when temperature reaches a critical point. The significance of various paths that leads to 
thermal runaway and dominating routes correlated to the main components of batteries have resulted 
in the specification of different kinetic mechanisms [3]. Numerous reaction mechanisms have been pro-
posed in the literature for different battery chemistries as new LIBs have been developed through years 
of investigations. Nonetheless, the application of different mechanisms leads to different results, hinder-
ing the utilization of TR kinetic mechanism in critical operation modelling [4]. As result, many efforts have 
been made to propose a detailed assessment of most common models for different cell chemistries to 
assess their capabilities for reproducing different reaction paths leading to thermal runaway condition 
and compare thermal behavior of different cells in critical conditions [5], [6]. 
Numerous investigations have focused on the definition of reaction paths for different chemistries. Wang 
et al. [7] studied the thermal stability of several commonly used organic solvents and electrolytes by 
micro calorimeter. Peng et al. [8] assessed the thermal safety of LIBs with various cathode materials. 
Kong et al. [6] compared the influence of lithiated graphite with lithiated Li4Ti5O12 (LTO) as anode and 
concluded that LIBs with LTO anode show better thermal stability. Among those studies in the TR pre-
diction of Li-ion cells, many researchers have tried to assess the TR of single cells by use of 3D models. 
Kim et al. [9] developed a 3D thermal abuse model for Li-ion cells in commercial software FLUENT. 
They compared the result of lumped model with 3D model for cell temperature, specific heat generation 
and nondimensional values. The results show the effect of nonuniform distribution effects and cell inter-
nal propagation of abuse reactions. Silva et al. [10] also compared the 0D and 3D TR models in MATLAB 
Simulink and Ansys Fluent and assessed the thermal runaway propagation in LIBs modules. Compari-
son of different studies indicates that 3D models show more reliable results by having the capability of 
addressing the effect of nonuniform thermal distribution inside cells and localized heating/cooling. 
In this study, a comprehensive analysis of various TR kinetic mechanisms and various cathode materials 
in a Li-ion battery cell is conducted using a developed thermal model. Comparison is performed consid-
ering cell maximum temperatures, total heating power and integrated total energy, heating rates, inte-
grated heat sources and average species during the TR event is done to gain a deeper understanding 
of different kinetic mechanisms and battery chemistries and reaction paths. Additionally, a 3D model is 
adopted to assess the temperature evolution of battery cell during the TR event. The core temperature 
of the cells provides profound insight for comparison with traditional 1D models in the developed kinetic 
mechanisms. The findings of this study facilitate the integration of kinetic mechanisms into battery mod-
elling under critical operation and enhance the accuracy of the battery TR models in real-world scenarios 
for safer EV batteries. 

2. Thermal model description

In this study, numerical analysis of the temperature dynamics in a cylindrical battery is performed after 
being placed in an oven. In TR phenomenon, as the temperature increases, various exothermal decom-
position reactions are activated, which in turn results in further heating of the battery. TR is modelled by 
considering different reactions for decomposition of the different cell components, decomposition reac-
tion rates and enthalpies.  
A 3D model has been developed in the commercial software COMSOL Multiphysics by modelling of a 
single cell with the heat transfer governing equations and integrating the TR model to replicate the TR 
event inside of a LIB. The 18,650-cell geometry is selected, and the model was built in the software 
considering the jelly roll, still casing and mandrel. The geometry is defined in 2D and by the axial sym-
metry assumption to save the computational cost. Fig. 1 illustrates the simplified scheme of a battery 
cell and inner structure with model geometry of the present work. The model simulates the open circuit 
battery cell inside oven to replicate the accelerating rate calorimetry (ARC) test results and is validated 
to show the reliability of developed model. Main Li-ion cell properties are listed in Table 1 [9], [11]. 

396



Performance Comparison and Evaluation of Kinetic Mechanisms for TR Prediction 
Accuracy of Li-Ion Batteries 

Fig. 1. A) Simplified scheme of a battery cell and inner structure B) Model Geometry of present work 

Table 1. Major Li-ion cell properties 

Symbol Description Value 
Cell format 18,650 - 
Battery radius, m r_batt 0.009 
Battery height, m h_batt 0.065 
Thickness of battery can, m d_can 5E-4 
Mandrel radius, m r_mandrel 0.002 
Volumetric heat capacity of jellyroll, (J m−3 K−1) RhoCp_batt 2.789E6 
Average jelly roll radial thermal conductivity, 
W/cm K kT_batt 0.034 

Heat transfer coefficient, W/(m²·K) h_conv 7.17 
Positive electrode Thermal conductivity, W/(m*K) K_cat 1.58 
Negative electrode Thermal conductivity, 
W/(m*K) K_an 1.04 

Separator Thermal conductivity, W/(m*K) K_sep 0.344 

The interplays of external heat transfer, decomposition reaction rates and enthalpies, and cell thermal 
mass balance determine the heating dynamics of a cell. The temperature of the oven is assumed to be 
constant in the present study. Li-ion cells reach the oven temperature due to heat transfer from the 
surrounding air. If the temperature of the oven is higher than the critical temperature for triggering the 
exothermic reactions of different cell components, the enthalpy from these reactions increases the tem-
perature of the cell accordingly when heat generation is not compensated by the dissipated heat. Battery 
cell undergoes significant temperature increase, resulting in further temperature growth and TR. 
To develop the proposed thermal model with TR mechanism, parameters of different reaction mecha-
nisms, initial conditions and boundary conditions are specified for the model. Also, the TR heat of reac-
tion for each component is introduced into the thermal model as a heat source and the numerical solution 
is calculated as a time dependent solution. The flow chart in Fig. 2. elaborates the key steps of the 
proposed model including the boundary conditions of thermal model and mechanisms parameters set 
up, calculation of the fraction of components, calculation of the heat of reaction, solving the energy 
equation, updating the temperature field and post processing the results of temperature plots and heat 
generation data along with temperature contours. Details of TR model coupled with the thermal model 
are given in the section 3.  
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Fig. 2. Thermal modeling flow work principle in correspondence with TR mechanism 

The thermal model inside the battery is dominated by the conduction heat transfer. In addition, gener-
ated heat by reactions of kinetic mechanism in each cell component is imposed to the model as a heat 
source term. The heat sources are mostly exothermic and result in an increase of temperature. Further-
more, the temperature of the cell updates according to the Eq. (2) and heat of reaction changes due to 
the dependency on the temperature. 

d𝑇Bat

d𝑡
=  

𝑄gen − 𝑄diss

𝑀𝐶𝑝

𝑇Bat (𝑡) = 𝑇Bat ,0 + ∫
d𝑇Bat

d𝑡
d𝑡

(1) 

(2)

The generated heat is determined by the chemical reaction of TR which are mostly exothermic. 

𝑄𝑔𝑒𝑛 = ∑  𝑄𝑖
(3)

where 𝑄𝑖 represents generated heat of reaction for cell components. The interaction of battery with the 
surroundings is also modelled by the dissipation heat of convection and radiation as the following: 

𝑄diss = 𝑄co nv + 𝑄rad = ℎ ⋅ 𝐴 ⋅ (𝑇ARC − 𝑇Bat ) + 𝜀𝜎(𝑇ARC  
4 − 𝑇Bat

4 ) (4)

where 𝜀 is the emissivity of the cell surface and 𝜎 is the Stefan–Boltzmann constant. The oven is as-
sumed to be an isothermal cavity. The oven plays as a heating device for battery up to the point of TR 
event, but battery acts as a heating component for the oven-cell system at the elevated temperature by 
omitting the excess heat of reactions.

3. Thermal runaway kinetic mechanism modeling
The basic kinetic mechanism equations of chemical reactions follow the Arrhenius equation form as the 
following: 

𝜅𝑥 =
d𝑐𝑥

d𝑡
= 𝐴𝑥(𝑐𝑥)𝑛1(1 − 𝑐𝑥)𝑛2𝑒

𝐸𝑎,𝑥
𝑅0⋅𝑇 

(5)
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Where 𝜅𝑥 is the reaction rate, 𝑐𝑥 is the normalized concentration, and 𝐴𝑥, 𝐸𝑎 and 𝑔𝑥 are the pre-expo-
nential factor, activation energy and mechanism function respectively. The concentration of each spe-
cies is under the following relationship with the reaction rate. 

𝑐𝑥 = 1 − ∫  𝜅𝑥 d𝑡 (6) 

Furthermore, the heat release by each decomposition reaction is calculated by the multiplication of re-
action rate, heating value of corresponding component (𝐻𝑥) and total mass of that component (𝑚𝑥). 

𝑄𝑥 = 𝑚𝑥 ⋅ 𝐻𝑥 ⋅ 𝜅𝑥 (7)

Different kinetic mechanisms are developed by selecting various reaction paths in the TR process. Each 
of these models suggests several reactions with specific reaction rate, heating values and Arehenous 
model parameters. Two different kinetic mechanisms are adopted in this work to compare different re-
action paths for TR process of LIBs.  

3.1 Kim et al. kinetic mechanism 
The source term 𝑄𝑔𝑒𝑛 in Eq.3 is associated with the abuse reaction and is determined by the sum of 
generated heat of SEI decomposition, negative-solvent reaction, positive-solvent reaction, and electro-
lyte decomposition, respectively (Eq. 8). 

𝑄𝑔𝑒𝑛 = ∑  𝑄𝑖 = 𝑄𝑆𝐸𝐼 + 𝑄𝑎 + 𝑄𝑐 + 𝑄𝑒 (8)

The generated heat of each reaction is then modeled based on the Arrhenius equation’s reaction rate. 

3.1.1 SEI reactions 
The meta-stable SEI layer is formed from the first charging and protects anode form reaction with elec-
trolyte. Identification of (CH2OCO2Li)2 as meta-stable SEI layer and start of decomposition at around 90-
110 ℃ is done by Richard and Dahn [12]. Energy release during reaction of SEI depends on the elec-
trolyte composition and follows the Arrhenius equations reaction rate according to the following form [9], 
[11]: 

𝑅sei (𝑇, 𝑐sei ) = 𝐴sei (𝑐sei )𝑚𝑠𝑒𝑖exp [−
𝐸𝑎,sei

𝑅𝑇
] (9)

The change in the reacting species is given by the Eq. (10). Furthermore, the generated heat is in 
proportion to the decomposition rate and heating value of reaction 𝐻 and mass of component 𝑊 follow-
ing the Eq. (11) [9], [11]: 

𝑑𝑐sei

𝑑𝑡
= −𝑅sei  

𝑄sei = 𝐻sei 𝑊𝑎𝑅sei  

(10) 

(11) 

Where 𝑐sei  is dimensionless concentration of lithium containing meta stable species in the SEI, 𝐻sei is 
Heat of reaction, 𝑊𝑎 is Volume-specific carbon content in the jelly roll. Model parameters for SEI reac-
tions in Kim et al. [9] mechanism are listed in Table 2. 

3.1.2 Anode reactions 
Once SEI layer decomposed entirely, negative electrode is not protected against the contact with elec-
trolyte and the intercalated lithium at electrode reacts exothermically according to the following reaction 
rate [9], [11]. The heat release per unit volume due to the decomposition of anode is calculated as Eq. 
(14). 
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𝑅𝑎(𝑇, 𝑐𝑎 , 𝑡sei ) = 𝐴𝑎(𝑐𝑎)𝑚𝑎,𝑛exp [−
𝑡sei

𝑡sei , ref
−

𝐸𝑎,𝑎

𝑅𝑇
]

𝑑𝑐𝑎

𝑑𝑡
= −𝑅𝑎;    

𝑑𝑡sei

𝑑𝑡
= 𝑅𝑎

𝑄𝑎 = 𝐻𝑎𝑊𝑎𝑅𝑎

(12) 

(13) 

(14)

Where 𝑐a  is dimensionless concentration of intercalated Li-species in the negative electrode and 𝑡sei  is 
dimensionless SEI layer thickness. Model parameters for anode reaction in Kim et al. [9] mechanism 
are presented in Table 2. 

3.1.3 Cathode reactions 
The positive active material reacts directly with electrolyte or decomposes exothermically and produce 
oxygen that can react with electrolyte. The reduction of positive active material is described in Eq (15). 
The heat release per unit volume for cathode decomposition is also determined according to the Eq. 
(17) [9], [11]:

𝑅𝑐(𝑇, 𝛼) = 𝐴𝑐𝛼𝑚𝑐,𝑝1(1 − 𝛼)𝑚𝑐,𝑝2 exp [−
𝐸𝑎,𝑐

𝑅𝑇
]

𝑑𝛼

𝑑𝑡
= 𝑅𝑐

𝑄𝑐 = 𝐻c𝑊𝑐𝑅𝑐

(15) 

(16) 

(17) 

Where 𝛼 is Degree of conversion of positive electrode material and 𝑊𝑐 is Volume-specific positive-active 
content in the jelly roll. Model parameters of cathode reactions in Kim et al. [9] mechanism are listed in 
Table 2. 

3.1.4 Electrolyte reactions 
Electrolyte can also decompose exothermically in addition to reacting with anode and cathode. The 
reaction rate is expressed as the Eq. (18) and (19) [9], [11]. The heat release per unit volume for elec-
trolyte decomposition is also determined according to the Eq. (20): 

𝑅e(𝑇, 𝑐𝑒) = 𝐴e𝑐𝑒exp [−
𝐸𝑎,e

𝑅𝑇
]

𝑑𝑐𝑒

𝑑𝑡
= −𝑅e

𝑄𝑒 = 𝐻e 𝑊𝑒𝑅e

(18) 

(19) 

(20)

Where 𝑐𝑒 is Dimensionless electrolyte concentration and 𝑊𝑒 is volume-specific electrolyte content in 
the jelly roll. Model parameters of electrolyte reactions for Kim et al. [9] mechanism are collected in 
Table 2. 
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Reaction activation energy, J⋅mol^(-1) Ea_a 1.3508×10^5 
Ea_e 2.74×10^5 

Initial value, dimensionless 

c0_sei 0.15 
c0_a 0.75 
α0 0.04 

c0_e 1 

Reaction order 

m_sei 1 
m_a, n 1 
m_c, p1 1 
m_c, p2 1 

m_e 1 
t0_sei 0.033 

Volume-specific content of reacting material, 
kg⋅m^(-3) 

W_a 610 
W_e 406 

Cathode materials change significantly in terms of chemical components between different cell chemis-
tries, influencing the thermal characteristics of Li-ion cells during TR. Model parameters for different 
cathode materials are collected in Table 3.  

Table 3. Model parameters of different cathode materials for Kim et al. [9] mechanism. and thermophysical prop-
erties of other cathode materials [8] 

Parameter LiCoO2 Li1.1(Ni1/3 Co1/3 Mn1/3)0.9O2 LiFePO4 LiNi0.8Co0.15Al0.05O2 
H_c 3.14×10^5 7.9×10^5 1.947×10^5 2.18×10^5 
A_c 6.667×10^13 2.25×10^14 2.0×10^8 7.25×10^16 
E_c 1.396×10^5 1.54×10^5 1.03×10^5 1.3×10^5 
W_c 1.3×10^3 1.293×10^3 0.96×10^3 1.274×10^3 

3.2 Ren et al. mechanism 
Ren et al. [13] mechanism proposed six reactions to address TR process in NMC cell chemistries. In 
Ren’s mechanism two reactions for anode, one for cathode, two for binder and one for cathode-anode 
interaction are considered according to Table 4. The predictive TR kinetic mechanism by Ren et al. is 
established by superimposing the chemical kinetics equations of these six exothermic reactions and fits 
well with the oven tests results of a NMC Li-ion battery as one of the most popular cathode chemistries. 
The model parameters of the Arrhenius type equation (Eq. 5) is included in Table 4. and 5. 

Table 4. Model parameters for Ren et al. [13] mechanism. 

Reaction x A_x 
[1/s] 

E_(a,x) 
[kJ/ mol] 

n_1 
- 

n_2 
- 

H_x 
[J/g] 

g_x 
- 

SEI decomp Sei 6.3623×10^9 109.6 5.5 0 578.7 1 
An+Ele An 5.151×10^17 200.77 1 0 253.2 1 
An + Bin 
decomp BinAn 4.9679×10^15 195.49 1 0 108.5 1 

Cat decomp Cat 5.3481×10^5 109.34 1.5 0 434 1 
Cat + Bin 
decomp 

Bin-
Cat 6.5429×10^13 177.85 2 0 452.1 1 

Cat + An An 2.4262×10^13 162.01 1 0 560.6 1 

Symbol Description Value 

Reaction heat, J⋅kg^(-1) 
H_sei 2.57×10^5 
H_a 1.714×10^6 
H_e 1.55×10^5 

Reaction frequency factor, s^(-1) 
A_sei 1.667×10^15 
A_a 2.5×10^13 
A_e 5.14×10^25 

Ea_sei 1.3508×10^5 

Table  2. Model parameters for Kim et al. [9] mechanism. 
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BinAn 1 -RbinAn
BinCat 1 -RbinCat

Validations of the TR simulations are performed by comparing the temperature evolution profiles with 
the experimental results. The results have shown to be in great agreement with the reference data as 
shown in Fig 3 which indicates the robustness of the simulation. 

The source of validation data for Kim et al. is temperature vs. time plot for oven temperature of 155 ℃ 
and the source experimental data for Ren et al. is the prediction of battery behaviors under 150 ℃ oven 
test.

Fig. 3. Comparison of the simulated temperature and the reference temperature for: A) Kim et al. [9] and B) Ren 
et al. mechanism [13]. 

4. Results and discussion
The results of Kim et al. kinetic mechanisms for LiCoO2 battery chemistry are illustrated in Fig. 4. The 
simulation result is performed by sweeping the oven temperatures from 150 to ℃ 200 ℃ in 5 ℃ steps. 
The results indicate that at low oven temperatures (150 ℃) the battery does not enter the TR process 
and the energy released in the process is absorbed by the oven. Nonetheless, the species decomposi-
tions lead to significant temperature increases when the oven achieves the critical temperature of 155 
℃. This abrupt increase in temperature is observed in the temperature-time plots and is more dramatic 
in higher temperatures. This can be attributed to the fact that total heat released follows an exponential 
pattern and is significantly higher in higher oven temperatures. The maximum battery temperature can 
reach to almost 315 ℃ for oven temperatures of 200 ℃ in LiCoO2 batteries.

Table 5. Initial concentrations and reaction rates for each component in Ren et al. [13] mechanism. 

Component Initial concentration dc/dt 
Anode 1 -Ran-Rcatan
Cathode 1 -Rcat
Electrolyte 1 -Re
SEI 1 -Rsei
t_sei - - 

Binder 1 -(γ/(γ+1))RbinAn-(1/(γ+1))RbinCat 
(Where γ=0.56) 

402



Performance Comparison and Evaluation of Kinetic Mechanisms for TR Prediction 
Accuracy of Li-Ion Batteries 

Fig. 4. Kim et al. kinetic mechanisms for LiCoO2 battery. A) Maximum temperature for Oven_T 150-200 B) To-
tal heating power and integrated total energy for Oven_T 160, 165 and 170 C) Heating rate for Oven_T 160 and 

165 D) Integrated heat source for Oven_T 160 E) Average values and temperature for Oven_T 160 and 165 

The results of Kim et al. kinetic mechanisms for Li1.1(Ni1/3 Co1/3 Mn1/3)0.9O2 battery chemistry are illus-
trated in Fig. 5. The simulation is performed by sweeping the oven temperatures from 165 to ℃ 180 ℃ 
in 5 ℃ steps. Results indicate that at oven temperatures lower than 170 ℃ the battery does not enter 
the TR process. However, the species decompositions lead to significant temperature increases when 
the oven achieves the critical temperature of 175 ℃. This abrupt increase in temperature is observed in 
the temperature-time plots and can reach to 370 ℃. The results indicate that Li1.1(Ni1/3 Co1/3 Mn1/3)0.9O2

batteries show more abrupt temperature growth and more severe energy release during the TR process 
compared to LiCoO2 batteries. 
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Fig. 5. Kim et al. kinetic mechanisms for Li1.1(Ni1/3 Co1/3 Mn1/3)0.9O2 battery. A) Maximum temperature for Oven_T 
165-180 B) Total heating power and integrated total energy for Oven_T 175 and 180 C) Heating rate for Oven_T

175 and 180 D) Integrated heat source for Oven_T 180 E) Average values and temperature for Oven_T 180

Kim et al. kinetic mechanisms for LiFePO4 battery chemistry is also shown in Fig. 6. The simulation 
result is performed by sweeping the oven temperatures from 200 ℃ to 300 ℃ in 20 ℃ steps. At low oven 
temperatures (200 ℃) the battery does not enter the TR process and the energy released in the process 
is absorbed by the oven. Nevertheless, the species decompositions lead to significant temperature in-
creases at the oven critical temperature of 220 ℃. This increase in temperature is observed in the tem-
perature-time plots and is less dramatic in comparison to other cell chemistries.  
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Fig. 6. Kim et al. kinetic mechanisms for LiFePO4 battery. A) Maximum temperature for Oven_T 200-300 B) 
Total heating power and integrated total energy for Oven_T 240 and 260 C) Heating rate for Oven_T 240 and 260 

D) Integrated heat source for Oven_T 260 E) Average values and temperature for Oven_T 260

The results of Kim et al. kinetic mechanisms LiNi0.8Co0.15Al0.05O2 battery chemistry are illustrated in Fig. 
7. The simulation result is performed by sweeping the oven temperatures from 260 to ℃ 290 ℃ in 10 ℃
steps. The results indicate that at low oven temperatures (260 ℃) the battery does not enter the TR
process and the energy released in the process is absorbed by the oven. Nonetheless, the species
decompositions lead to significant temperature increases when the oven achieves the critical tempera-
ture of 270 ℃. This abrupt increase in temperature is more dramatic in higher temperatures which can
be attributed to the fact that total heat released is significantly higher in higher oven temperatures. The
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maximum battery temperature can reach to almost 395 ℃ for oven temperatures of 290 ℃ in 
LiNi0.8Co0.15Al0.05O2 batteries. 

Fig. 7. Kim et al. kinetic mechanisms for LiNi0.8Co0.15Al0.05O2 battery. A) Maximum temperature for Oven_T 
260-290 B) Total heating power and integrated total energy for Oven_T 270 C) Heating rate for Oven_T 270 D)

Integrated heat source for Oven_T 270 E) Average values and temperature for Oven_T 270 

Furthermore, the results of Ren et al. kinetic mechanisms for NMC 111 cathode battery chemistry are 
illustrated in Fig. 8. The simulation result is performed in the oven temperatures of 150 ℃ and the max-
imum battery temperature can reach to almost 950 ℃ which is exceptionally higher than other cell chem-
istries. This is attributed to the fact that NCM 111 cathode chemistry is more reactive than other chem-
istries and undergoes a more dramatic TR process. The results of total heating power, integrated total 
energy, integrated heat source and Average values are presented in Fig. 8. 
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Fig. 8. Ren et al. kinetic mechanisms for NMC 111 battery. A) Maximum temperature for Oven_T 150 B) Total 
heating power and integrated total energy for Oven_T 150 C) Integrated heat source for Oven_T 150 D) Average 

values and temperature for Oven_T 150 

In order to evaluate different mechanism and cell chemisteries, Fig. 9. compares emperature evolution 
of battery cells during thermal runway for different mechanism and cell chemistries. Maximum and 
minimum temperature have been presented in different times to assess the temperature evolution of 
battery cells. Furthermore, Table 6 compares maximum cell temperature during thermal runaway along 
with corresponding oven temperature, which shows the severity of TR event in different cases.

Table 6. Comparison of maximum cell temperature during thermal runaway along with corresponding oven 
temperature 

Mechanism Chemistry Maximum cell 
temperature dur-
ing TR process 

Corresponding 
oven temperature 

Kim et al. 
Mechanism 

LiCoO2 237.43 160 
Li1.1(Ni1/3 Co1/3 
Mn1/3)0.9O2 

367.05 175 

LiFePO4 254.29 220 
LiNi0.8Co0.15Al0.05O2 356.65 270 

Ren et al. 
Mechanism 

NMC 111 836.56 150 
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Fig. 9. Temperature evolution comparison of battery cells during thermal runway for different mechanism and 
cell chemistries 

Conclusions 
A comprehensive analysis of various TR kinetic mechanisms and various cathode materials is per-
formed using a detailed thermal model of Li-ion cell. this study evaluated two well-stablished mecha-
nisms proposed by Kim et al. and Ren et al. and compared cell maximum temperatures, total heating 
power and integrated total energy, heating rates, Integrated heat sources and average species during 
the TR event. The results indicated that the Ren et al. mechanism offered a better understanding of TR 
process by addressing more comprehensive TR kinetic reactions. Furthermore, different battery chem-
istries exhibited distinct thermal behavior. Results indicated a significant peak temperature in NMC bat-
teries, while TR phenomena are less severe in LiCoO2, Li1.1(Ni1/3 Co1/3 Mn1/3)0.9O2, LiFePO4 and
LiNi0.8Co0.15Al0.05O2 cell chemistries accordingly. This is attributed to the difference between the heat of 
reactions for different cathode materials. The developed 3D model provided good accuracy and reliabil-
ity in simulation of TR process. These findings suggest further exploration into integrating kinetic mech-
anisms into battery modelling under critical operation conditions focusing on the temperature dynamic 
of cell components. It is noted that the core temperature of the cells significantly influences the prediction 
of the TR process. 
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Abstract. The widespread adoption of batteries in many applications goes hand in hand with the need 
to ensure safe and efficient battery system operation through proper thermal management. Battery be-
havior is strongly influenced by internal temperature, which can significantly differ from surface temper-
atures. In this study, battery impedance analysis was investigated as a non-invasive technique to esti-
mate the average jelly roll temperature. The conditions under study were representative of a modular 
multilevel power conversion system that supplies single-phase AC at the battery module level, inducing 
high-amplitude AC current ripples in the battery. In a lab experiment, the voltage response was meas-
ured on a battery module undergoing significant AC current ripples at controlled temperatures. Then, 
the voltage and current ripples were analyzed to determine the battery impedance for the different op-
erating points. Subsequently, impedance was correlated with temperature to populate temperature look-
up tables as a function of the impedance modulus and the ripple frequency, which exhibited an uncer-
tainty of less than 1ºC. An applicability study was performed in a virtual environment, combining a vali-
dated electrochemical model coupled with a thermal model to simulate a mobile power supply use case. 
The battery temperature monitoring capability using impedance analysis was demonstrated, achieving 
a mean tolerance of 0.46ºC with respect to the average internal temperature. Detailed data analysis 
showed that reliable temperature estimation required high-accuracy current and voltage ripple meas-
urements, preferably using frequencies under 300 Hz. 

Notation 
AC Alternating Current. 

BMS Battery Management System. 

Cp Specific Heat Capacity. 

DC Direct Current. 

DCIR Direct Current Internal Resistance. 

EIS Electrochemical Impedance Spectroscopy. 

HPPC Hybrid Pulse Power Characterization. 

Im Imaginary part of a complex number. 

Re Real part of a complex number. 

SoC State-of-Charge. 

SoH State-of-Health. 

T Temperature. 

Z Impedance. 

1. Introduction
For years, technical and cost improvements in lithium-ion battery technology have driven the develop-
ment of battery solutions to satisfy societal needs [1]. For example, in the mobility space, battery tech-
nologies are being adopted to mitigate pollutant concentrations in densely populated areas [2]. In sta-
tionary markets, the growth in both residential and large-scale renewable energy generation has created 
a demand for battery energy buffers due to the intermittent nature of renewable energy production [3]. 
Furthermore, battery systems are essential in backup power supply and in portable devices. 

Battery packs incorporate thermal management systems to ensure proper heat dissipation and 
to maintain an adequate battery performance [4,5]. For control purposes, thermal management systems 
require temperature input that can be collected using different sensors [6]. Besides, several metrics for 
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battery temperature can be identified. Cell surface temperature is the most straightforward metric. Alt-
hough surface temperatures are the easiest to measure, they can significantly differ from internal tem-
peratures that are more representative of battery operating conditions [7]. For example, Anthony et al. 
measured a temperature difference of 10ºC between the can and the core of a cylindrical 26650 cell 
during a 10C discharge using an embedded thermocouple [8]. Regarding internal temperatures, the 
crucial metric for safety applications is the cell’s maximum temperature. However, it can be challenging 
to determine its location and to measure it [9]. Moreover, internal temperatures can be far from uniform. 
Significant thermal gradients can be found within a cell or among the cells in a battery module [10]. 
Thermal gradients have been linked to faster degradation and state imbalances [11,12]. Furthermore, it 
is more complicated to obtain a temperature metric that is representative of the average state of the 
battery using localized measurements if the temperature distribution is uneven. Noticing the strong in-
terdependence between battery temperature and performance, researchers have proposed battery re-
sponse analysis as a technique for monitoring temperature [13,14]. Analyzing the battery electrical re-
sponse provides metrics that are related to the average internal state of the battery and the average 
state across all cells in a system. It has been proposed that the temperature derived from analyzing the 
battery response represents the average temperature of the jelly roll [15]. Therefore, the average tem-
perature is the most suitable temperature to study battery performance and battery health, and it is also 
relevant for safety. The battery electrical response can be analyzed by measuring AC impedance or DC 
resistance [16]. Both methods are non-invasive. In this study, the impedance technique was chosen 
because the resulting datasets are richer as they contain information associated with excitation frequen-
cies. 

Impedance analysis is used as a method to gain insight into battery internal states. Advanta-
geously, battery impedance can be calculated by analyzing current and voltage ripples while the battery 
is in operation [17]. The prime example of impedance analysis methods for in-lab testing is EIS. Gal-
vanostatic EIS uses small current excitations -typically, sinusoidal signals- to generate low-amplitude 
voltage ripples. Extrapolating EIS impedance to higher excitation amplitudes is a very complex problem 
[18]. Kim et al. used a custom-made system to superimpose 0.1C sinusoidal current ripples to a 1C DC 
current offset capable of charging and discharging a battery cell [19]. They were able to obtain imped-
ance traces for different frequencies in full charge and discharge tests, and they were also able to find 
a linear correlation between impedance and SoH. Despite SoH estimation being the most remarkable 
research focus, many research groups have applied impedance analysis to internal temperature esti-
mation as well, studying different impedance parameters, frequency ranges, cell chemistries, and esti-
mator types [6,16]. The studies performed on systems of multiple cells are of particular interest. Beelen 
et al. performed EIS-based temperature estimation on two cells simultaneously and studied the crosstalk 
interferences [20], while Ströbel et al. applied the technique to a 6-cell series-parallel system [21]. In 
both works, impedance was measured on each cell. Most studies used dedicated excitation devices to 
generate current ripples in the batteries. In contrast, Amamra et at., analyzed low-amplitude current 
ripples inherently induced by motor and inverter operation [22]. Howey et al. generated a 0.07C excita-
tion current with a motor controller and measured impedance on a series array of 4 cells [23]. 

With regards to the development of novel battery systems, modular multilevel power conversion 
architectures have been proposed as a concept to improve efficiency and battery life [24,25]. Modular 
multilevel power conversion systems can supply AC at the battery module level, enabling more precise 
SoC balancing among the modules which could lead to higher energy utilization, more uniform aging 
and therefore the extension of the overall system life, no longer limited by the most degraded module 
[26]. A property of distributed power conversion systems is that generating single-phase AC at the mod-
ule level induces high-amplitude current ripples in the battery. The induced ripples are an integral part 
of the current and are able to charge and discharge the battery. In these systems, no dedicated device 
is needed to produce the current ripples, since they are inherent to battery operation. 

Based on the surveyed literature, it can be concluded that jelly roll temperature estimation using 
impedance measurements has been extensively explored for battery cells, but not for battery modules. 
Moreover, previous studies have generally focused on artificially generated current ripples that require 
dedicated excitation devices, or non-purposedly induced ripples that have low amplitude. The goal of 
this study is to assess the applicability of impedance-based temperature estimation to battery modules 
when significant AC current ripples are induced due to the module being part of a distributed power 
conversion system. This technique has the potential to reduce the number of sensors and to simplify 
temperature monitoring by taking advantage of the intrinsic properties of the system architecture. This 
paper is organized as follows. First, the experimental, analytical, and modeling methods used to obtain 
the measurements, processed data, and models are described. Then, the procedure for obtaining a 
temperature look-up table as a function of impedance and frequency is explained. A coupled battery 
electrochemical and thermal model formed the virtual environment in which the temperature monitoring 

411



Temperature monitoring for batteries subjected to significant AC current ripples through impedance analysis 

approach was evaluated, allowing to compare the battery simulated internal temperature to the esti-
mated temperature. Finally, the final case study is presented, and the simulation results are discussed 
to demonstrate the feasibility of using the temperature monitoring technique in a relevant application. 

2. Methods

2.1 Impedance data collection 

Table 1. Battery module specifications 

Cell configuration 12s1p 
Nominal capacity 51 Ah 
Nominal energy 2.2 kWh 
Nominal voltage 43.8 V 
Cycle life (1C/1C to 80% SoH) 1500 cycles 

Fig. 1. Battery module and battery cell under study 

Fig. 2. Waveform for an 1C sinusoidal discharge current with an 1C offset 
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Fig. 3. Left: test equipment. Right: thermal chamber 

The battery module under study was manufactured by Elring Klinger. The module specifications can be 
seen in Table 1. The module contains 12 Lishen LP2714897-51Ah cells connected in series. The cells 
are prismatic and have a Lithium/NMC111 cathode and a graphite anode. Pictures of a module and a 
cell are shown in Fig. 1. 

An experimental setup was prepared to collect impedance data from the battery module. The 
goal was to investigate different conditions, including C-rates that were capable of realistically discharg-
ing the battery, various temperatures, and excitation frequencies. As mentioned in the introduction, ex-
trapolating impedance spectra measured through EIS to conditions involving significant currents is prob-
lematic, with the additional challenge that the device under test was a battery module, but EIS tests are 
usually performed on cells. For these reasons, the chosen approach for this study was to run dedicated 
lab tests for relevant operating conditions, applying significant sinusoidal currents and measuring the 
induced voltage ripples. The ripples were then analyzed to determine the impedance for each operating 
point. To discharge the battery, the sinusoidal currents had an offset as in the example shown in Fig. 2. 
This waveform is representative of currents in a distributed power conversion system. Running the tests 
directly on the module meant that the contribution of bus bars and weld points to the measured imped-
ance was considered. 

The sinusoidal discharge currents with an offset were generated using a custom test setup 
shown in Fig.3 (left). The battery module was connected to a Chroma 63206A electronic load. The load 
was set to follow the waveform provided via an analog input port. An NI-9269 analog output module 
generated the physical sinusoidal voltage signal with an offset which had the desired waveform for the 
current. The system was controlled through a custom LabView application running on an NI PXI-8840 
Quad Core controller. An NI-9149 Ethernet cRIO expansion chassis held the control modules, including 
the aforementioned NI-9269, an NI-9223 for reading current and voltage, and an NI-9210 for the ther-
mocouple input. The tests were performed in a controlled temperature environment inside an ESPEC 
EPL-2H thermal chamber (Fig.3, right). 

Table 2. Test matrix for impedance characterization 

Frequency (Hz) 120, 300, 600, 800, 1000 
Temperature (ºC) 0, 25, 40 
C-rate (h-1) 0.5, 1 
Repetitions 2+ 
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The full factorial experiment comprised 5 different frequencies, 3 different temperatures and 2 
different C-rates. In total, 30 operating points were tested, and at least 2 repetitions for each point were 
measured. The test matrix is shown in Table 2. All measurements were made at a similar SoC in the 76 
to 79% range. Each test ran for 2 seconds which was long enough to stabilize the electrical response 
but not too long to significantly reduce the SoC or increase temperature. The data acquisition rate was 
35 kHz, which provided sufficient resolution for the highest signal frequency of 1 kHz. The lowest point 
in the frequency range was 120 Hz, which is twice the power grid frequency in many parts of the world. 
In stationary applications, a single-phase power converter operating close to a battery module in a dis-
tributed power conversion system will induce 120 Hz AC ripples in the battery. With regards to temper-
ature, it was necessary to ensure thermal stability and uniformity during the tests. The battery module 
was put in the thermal chamber and then soaked at the temperature under study for three hours before 
the tests. The module then remained in the chamber during the tests. The short duration of the tests 
and the 30 minute or longer rest between test runs assured that the battery temperature was equal to 
the setting for each test. This was verified by a thermocouple attached to the bottom of the module, in 
contact with one central cell. 

After collecting the measurements, the electrical response data was processed to calculate the 
battery impedance. The impedance was defined according to Eq. 1 [18]: 

𝑍(𝑗𝜔) = ∆𝑉(𝑗𝜔)
∆𝐼(𝑗𝜔)

= 𝑉̂·𝑒𝑗𝜑𝑉

𝐼̂·𝑒𝑗𝜑𝐼
= |𝑍| · 𝑒𝑗𝜑𝑍 = 𝑅𝑒(𝑍) + 𝑗 · 𝐼𝑚(𝑍) (Eq. 1)

where Z is impedance, ΔI is current excitation, ΔV is voltage response, ^ denotes amplitude, φ 
denotes phase, and | . | denotes modulus. The current and voltage data was split in portions of 10 cycles. 
Then, each portion was fitted to a sinusoidal curve using the sineFit function for MATLAB developed by 
Peter Seibold [27]. The function determined the amplitude, frequency and phase corresponding to the 
largest peak of the fast Fourier transform. Subsequently, the impedance modulus, phase delay, real and 
imaginary parts were calculated for each data portion using Eq. 1. 

2.2 Coupled electrochemical and thermal modeling 

As discussed in the introduction, measuring battery temperature is a complex problem. In this investi-
gation, the temperature of interest was a representative temperature for the average electrical perfor-
mance of all battery cells in a module. Simulation is a means to access internal temperature data while 
facilitating the exploration of multiple operating conditions. For this reason, the applicability study was 
performed in a virtual environment. AVL Cruise™ M was used as multiphysics simulation platform [28]. 

A Doyle-Fuller-Newman model was parametrized to simulate the battery cell electrochemistry 
[29,30]. A validation against experimental data, with special focus on the most relevant ripple charac-
teristics, was conducted and is discussed in section 3.2.2. Regarding the thermal submodel, it was 
based on the heat balance equation with contributions from thermal inertia, thermal conduction, ohmic 
heat produced by ion transport [31], irreversible heat caused by interface currents [32], and reversible 
heat due to reaction entropy change during intercalation [32]. Cell thermal properties were defined in 
the model. The specific heat capacity was determined using a method known as thermal relaxation or 
cooling transient [33,34] at different environment temperatures. Fig. 4 (left) shows the cell temperature 
curves for the case in which the chamber temperature was 5ºC. A model using a constant, temperature-
independent specific heat capacity value achieved a good agreement with all temperature relaxation 
curves. Thermal conductivity was estimated using the guarded heater method [33,35] in two different 
directions to consider the jelly roll anisotropy [34,36] and it was approximated by a linear fit as a function 
of temperature. In Fig. 4, (right) the collected data points and the resulting linear fits can be seen. To 
calculate the battery internal temperature evolution, a simple thermal model was coupled to the electro-
chemical model following the lumped parameter paradigm [37,38]. The thermal model consisted in a 
heat convection element connected to a temperature boundary representing the changing environmen-
tal temperature. 
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Fig. 4. Left: measured vs modeled temperature using the specific heat capacity of the cell. Right: cell thermal con-
ductivity against temperature 

3. Results

3.1 Correlation between temperature and impedance 

Fig. 5. Impedance calculation through current and voltage signal processing. Left: 120 Hz, 24ºC, 1C.  
Right: 1000 Hz, 0ºC, C/2 

Fig. 5 shows the impedance calculation results for two operating points. As mentioned in Section 2.1, 
one impedance value was calculated for each 10-cycle segment in each test. The transient duration 
was short, and the impedance characteristics quickly stabilized. A point was considered an outlier if it 
deviated more than three scaled median absolute deviations from the mean, and it was removed. If the 
modulus was an outlier, the corresponding phase delay was also removed and vice versa. Outliers were 
concentrated in the initial transient phase. For the case in Fig. 5, right, the impedance stabilized after 
41 ms. The slowest stabilization was 167 ms, observed in the 120 Hz, 0ºC cases. The mean value and 
the standard deviation of the remaining points were stored for the next steps. 

Fig. 6 shows the Bode plot with all the test points measured in the experiment. Each marker 
represents the mean value while the associated error bar is the standard deviation over each 2-second 
test. The standard deviations are low, indicating that 2 seconds was long enough to stabilize the imped-
ance measurement. The impedance points are shown in the Nyquist plot in Fig. 7, for the frequency 
range under study. Typical trends of increasing real and imaginary components as temperature de-
creases can be observed. 
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Fig. 6. Bode plot for module impedance at different temperatures

Fig. 7. Nyquist plot for module impedance at different temperatures and C-rates

416



J. Salvador

Fig. 8. Module impedance for every operating condition under study

Fig. 9. Top left: temperature contours as a function of impedance modulus and frequency. Bottom left: tempera-
ture contours as a function of impedance phase delay and frequency. Right: corresponding temperature uncer-

tainty contours 
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An examination of the Nyquist plot in Fig. 7 and the bar plot in Fig. 8 revealed the weak influence 
of C-rate on measured impedance in contrast to the significant influence of temperature and frequency. 
Moreover, it can be seen, especially in the Bode plot in Fig. 6, that the temperature influence on imped-
ance was sensitive to frequency. Therefore, it was concluded that the data set was appropriate for pop-
ulating a temperature look-up table as a function of frequency and impedance. 

In the next step, the data points for a given temperature and frequency were grouped together 
disregarding the C-rate. Then, the mean and the standard deviation of the impedance for a given tem-
perature and frequency combination were calculated using the data points in each group. Finally, the 
data was rearranged though linear interpolation within the range of measured impedance values to 
populate the temperature look-up tables. The two plots on the left side of Fig. 9 show the temperature 
contours resulting from the look-up tables that were a function of the impedance modulus (top) and the 
impedance phase delay (bottom) as well as the frequency. The original operating points were plotted as 
black dots. Regarding the right side of Fig. 9, the standard deviation for each operating point allowed to 
calculate the temperature uncertainty associated with the impedance variation across the data points 
(at least 4) that were grouped for each temperature and frequency combination. Eqs. 2 and 3 were used 
to calculate the temperature uncertainty: 

∆𝑇|𝑍| = |𝑇(|𝑍|̅ ̅ ̅ ̅ + 0.5 · 𝜎|𝑍|, 𝜈) − 𝑇(|𝑍|̅ ̅ ̅ ̅ − 0.5 · 𝜎|𝑍|, 𝜈)| (Eq. 2) 

∆𝑇𝜑𝑍
= |𝑇(𝜑𝑍̅ ̅ ̅ ̅ + 0.5 · 𝜎𝜑𝑍

, 𝜈) − 𝑇(𝜑𝑍̅ ̅ ̅ ̅ − 0.5 · 𝜎𝜑𝑍
, 𝜈)| (Eq. 3)

where ΔT is the temperature difference used as temperature uncertainty, T are the temperatures 
extracted from the look-up tables as a function of impedance and frequency, |Z| is impedance modulus, 
φZ is impedance phase, ν is frequency, | . | denotes absolute value,  ͞   denotes mean value, and σ 
denotes standard deviation. 

For the modulus, the temperature uncertainty was very low for every condition except the lower 
temperature, higher frequency combinations. Regarding the phase delay, the uncertainty was distrib-
uted in a complex manner between 0 and 6ºC. For the subsequent applicability study, it was decided to 
discard the impedance phase delay look-up table and to exclusively use the impedance modulus look-
up table in the 100 to 600 Hz frequency range to achieve a high level of confidence. In the 100 to 600 
Hz frequency range, the highest temperature uncertainty was 0.92ºC for the combination of 600 Hz and 
15 mOhm, corresponding to an absolute temperature of -47ºC. The impedance modulus range for the 
look-up table was 7 to 15 mOhm and the covered temperature range was -47 to 57ºC temperature for 
600 Hz. 

To finalize the experimental data discussion, the influence of SoC on impedance was examined. 
In the experiment, the SoC was kept within a narrow window to exclude SoC effects. Therefore, applying 
the temperature look-up table to an extended discharge cycle required the assumption that a change in 
SoC did not have a significant effect on the impedance modulus. Evidence supporting this assumption 
for a specific SoC range can be seen in Fig. 10. The top plots show EIS data from the battery cell. For 
the temperatures and frequencies under study, SoC between 25 and 75% did not have a significant 
influence on impedance. Although EIS data for a battery cell cannot be directly extrapolated to a module 
and to higher currents, this analysis suggested that impedance was insensitive to SoC in that range. 
Furthermore, the bottom plot shows DCIR measurements extracted from HPPC tests on the battery 
module at the temperatures under study. The DCIR was evaluated 1 second after applying charge and 
discharge pulses with different step amplitudes between C/4 and 4C. It can be seen that the module’s 
internal resistance remained almost constant for the range between 25 and 95% SoC. 

In conclusion, for the applicability study it was decided to use the look-up table correlating tem-
perature with impedance modulus and frequencies between 100 to 600 Hz during discharge in the 25 
to 95% SoC range. However, based on strictly available data, only the impedance measured between 
75 and 80% SoC provided the highest degree of confidence. 
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Fig. 10. SoC influence on impedance. Top: cell EIS impedance for different SoC and temperatures. Bottom: 
module DCIR against SoC for different temperatures

3.2 Models 

3.2.1 Time step sensitivity study 

Fig. 11. Time step sensitivity study for the most demanding case 

A sensitivity study was conducted to determine the optimal simulation time step. The most demanding 
condition was the combination of the highest current ripple frequency, the lowest temperature, and the 
highest C-rate under study, i.e., 600 Hz, 0ºC, and 1C. This combination produced the fastest voltage 
ripples with the largest amplitude. Fig. 11 shows voltage, current, and power losses for three different 
time steps. It can be seen that a 100 µs time step produced identical results to a 50 µs time step. 
However, if a bigger time step of 200 µs was used to simulate a 600 Hz signal, the waveform resolution 

419



Temperature monitoring for batteries subjected to significant AC current ripples through impedance analysis  

was reduced, which would have led to a different impedance result. More critically, in the long term, the 
observed discrepancy in a cumulative amount such as energy losses would have resulted in a different 
temperature evolution. Consequently, a 100 µs time step was chosen for simulation. 

3.2.2 Electrochemical model validation 

Fig. 12. Discharge voltage ripple validation for the operating conditions under study 

Table 3. Modeled minus experimental voltage ripple amplitude, maximum (mV) 

Ripple amplitude difference (mV) Temperature (ºC) 
Frequency (Hz) C-rate (h-1) 0 24 40 

120 0.5 2.2 -0.6 1.1 
120 1 0.4 4.6 0.6 
300 0.5 0.4 -0.8 -0.6
300 1 3.1 3.6 -0.7
600 0.5 0.1 1.2 -0.6
600 1 -1.7 0.8 -1.6

Table 4. Maximum temperature difference resulting from modeled versus experimental impedance difference (ºC) 

Temperature difference (ºC) Temperature (ºC) 
Frequency (Hz) C-rate (h-1) 0 24 40 

120 0.5 -0.48 0.13 -0.41
120 1 -0.04 -0.51 -0.11
300 0.5 -0.12 0.28 0.31 
300 1 -0.51 -0.59 0.16 
600 0.5 -0.03 -0.66 -0.42
600 1 0.38 -0.24 -0.56

To ensure that the impedance modulus in the simulation matched the experimental measurements, a 
validation study based on the test cases was conducted. The impedance modulus is related to the am-
plitude of the current and voltage ripples. To simulate the test cases, the experimental currents were 
replicated and used as an input to the battery electrochemical model. Then, the resulting voltage ripple 
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was analyzed and plotted against the measured voltage ripple. This was done for the three remaining 
frequencies, for the three temperatures and for the two C-rates under study. As previously mentioned, 
the SoC was between 76 and 79%. Fig. 12 shows the validation results. The plots show a representative 
time period around 500 ms after the start of the test, past the transient response. For both data sources, 
the ripple was calculated as the voltage minus its moving average. A good agreement between simu-
lated and measured ripples was obtained for all operating points. The maximum amplitude differences 
between modeled and experimental voltages corresponding to the plots in Fig. 12 can be seen in Table 
3. All differences were below 5 mV. Table 4 shows the maximum temperature differences resulting from
the differences between the modeled and experimental voltage signals. The temperatures were ob-
tained through the impedance modulus and the temperature look-up table created in Section 3.1. The
errors were lower than 0.7ºC. The highest temperature difference, 0.66ºC, corresponded to the 600 Hz,
24ºC, 0.5C operating point and it was caused by a minor 1.2 mV difference. That was due to the high
sensitivity of impedance to voltage variations and to the comparatively small sensitivity of impedance to
temperature for 600 Hz frequency, as was seen in Fig. 9 (top left). For the 120 Hz, 24ºC, 1C operating
point, the significantly higher 4.6 mV difference produced a lower 0.51ºC difference because the imped-
ance modulus was more sensitive to temperature at 120 Hz than at 600 Hz. Accuracy concerns could
compromise the adoption of impedance-based temperature monitoring, as real-world sensors can have
issues such as limited accuracy, significant noise-to-signal ratios, or sensor drift.

A full discharge test using sinusoidal currents with an offset was simulated to validate the model 
performance in a longer time frame. The current had a frequency of 120 Hz. Sine amplitude was 1C and 
offset was 1C. During the test, the module was kept at 24ºC in the thermal chamber. In Fig. 13, it can 
be seen that the temperature oscillated less than 1ºC during the test. Regarding the voltage, the figure 
shows good agreement between the experimental and the simulated curves. The mean error between 
center lines was 117 mV for the duration of the test. The voltage ripple is visible in the main plot. Closer 
views for 25% and 60% SoC, respectively, are provided in the bottom plots. For the simulation curve, 
the ripple was calculated as the voltage minus its moving average. For the experiment, the 20 Hz sam-
pling rate did not allow to visualize every individual ripple. Instead, the voltage range within a 2-second 
window was plotted as a band. For both SoC, the simulated ripple amplitude matched the experimental 
range. Furthermore, the electrochemical model did not produce significantly different ripple amplitudes 
across the SoC range. The experimental measurement suggested a similar behavior. This observation 
supported the assumption that the temperature look-up table as a function of the impedance modulus 
that was created in previous sections was valid for the whole SoC range under study, 25 to 95%. 

Fig. 13. Discharge cycle validation at 24ºC using a sinusoidal current with 120 Hz frequency, 1C offset          
and 1C amplitude. Top: full cycle. Bottom left: voltage ripple around 25% SoC. Bottom right: voltage ripple 

around 60% SoC 
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3.3 Temperature monitoring study 

Table 5. Use case workload schedule 

Time Usage Power (W) Frequency (Hz) 
6 am to 7 am AC discharge 1800 120 

7 am to 7:30 am Rest 0 - 
7:30 am to 9:30 am AC fast charge 900 120 
9:30 am to 11:30 am AC discharge 600 300 

11:30 pm to 2 pm AC slow charge 450 120 
2 pm to 3:30 pm AC discharge 600 600 

3:30 pm to 4:30 pm Rest 0 - 
4:30 pm to 5:30 pm AC discharge 900 120 

After 5:30 pm AC slow charge 450 120 

Fig. 14. Evolution of the battery module state for the 12-hour case study 

To investigate the applicability of the impedance-based temperature monitoring technique, a use case 
was simulated using the model and the look-up table described in the previous sections. The use case 
represented a mobile battery power supply used for daily activities on a construction site. A representa-
tive battery module equal to the one studied in the previous sections of this paper was simulated. Battery 
operation during the working period between 6 am and 6 pm was simulated, and the battery internal 
temperature was monitored. The workload schedule is listed in Table 5. For simplificity, all usages were 
constant power applications. One usage type represented tools and machinery operating at 60 Hz, 
which produced 120 Hz sinusoidal currents with varying offsets in the battery. The current ripple ampli-
tudes and offsets depended on the power demanded by the load and the voltage supplied by the battery. 
In all cases, the current ripple amplitude was equal to the offset as in the waveform shown in Fig. 2 that 
has been used throughout this study. For the first usage type, the load was 1.8 kW per battery module 
between 6 am and 7 am and 900 W per module between 4:30 pm and 5:30 pm. Two more usage types 
represented turning a motor that used 600 W per battery module and induced 300 Hz in the battery 
between 9:30 am and 11:30 am, and 600 Hz ripples between 2 pm and 3:30 pm. Charging periods were 
also simulated assuming AC currents from the grid at 60 Hz, producing 120 Hz ripples in the battery. 
Two charging modes were considered: one representing fast charging that applied 900 W per module, 
and one representing slow charging that applied 450 W per module. The battery started the day at 6 am 
fully charged and at ambient temperature. The ambient temperature, used as a boundary condition, 
increased during the day. The profile was extracted from a paper that reported a study conducted on an 
outdoor energy generation site [39].

The simulation results can be seen In Fig. 14. The bottom plot shows current in red, voltage in 
blue, power losses in green and SoC in black. Discharging currents are shown with negative sign and 
charging currents with positive sign. Current and voltage ripples could be observed while the battery 
was under operation. The ripple data was used to calculate impedance and estimate battery tempera-
ture throughout the simulation. Temperatures are shown in the top plot. The estimated temperature is 
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shown in dark blue color when the conditions reported in the previous sections to populate the look-up 
table were met, i.e., 25% to 95% SoC in discharge (monitoring). Meanwhile, the estimated temperature 
is shown in light blue and dashed lines when SoC was off limits or during charging operation (monitoring 
- extrapolation). Lower reliability was expected under the latter conditions. The reference battery internal
temperature was extracted from the model and plotted in red color. The ambient temperature was plotted
as a black dashed line. In general, the estimated temperature was a good predictor for internal temper-
ature. The mean temperature difference between the internal temperature curve and the monitoring
curve was 0.46ºC under regular conditions and 0.63ºC under extrapolated conditions. Predictions dete-
riorated during transients which lasted between 0.3 and 0.8 seconds, highlighting the need for input
stabilization. Battery temperature trends were influenced by the operation, and they were significantly
different from ambient temperature trends, especially during the first half of the day. Therefore, in this
scenario, ambient temperature would not have been a good estimator for battery temperature. This
finding showcased the advantage of the monitoring technique.

Conclusions 
As battery systems technology develops, certain monitoring techniques become relevant for applicability 
studies. On the one hand, given the impact of temperature on battery health and performance, estab-
lishing correlations between electrochemical response and temperature is a plausible strategy that can 
be used for temperature monitoring. On the other hand, modular power conversion technologies that 
supply single-phase AC at the battery module level inherently induce current and voltage ripples in the 
battery, without the need for dedicated excitation devices. The ripples can be analyzed to determine the 
impedance. In this study, the applicability of impedance-based temperature monitoring was investigated 
for a battery module undergoing significant AC current ripples. 

First, an experiment allowing to collect impedance data for different temperatures, frequencies 
and C-rates was described. Next, the analytical process used to calculate impedance from rippling sig-
nals was explained. The impedance results were discussed, leading to the creation of a temperature 
look-up table as a function of the impedance modulus for the battery module and the frequency of the 
corresponding AC current ripples. The temperature uncertainty was lower than 1ºC across the entire 
table. The impedance modulus range covered in the table was 7 to 15 mOhm, the frequency range was 
100 to 600 Hz, and the widest temperature range was -47 to 57ºC for 600 Hz. 

Once the temperature look-up table was complete, an applicability study was set up in a virtual 
environment. To this end, an electrochemical model for the battery under study was built and validated 
using experimental data. The model showed very high fidelity, capturing the voltage ripple with a maxi-
mum error lower than 5 mV and the voltage center line with a mean error of 117 mV. It is important to 
note the very high sensitivity of the estimated temperature to voltage, as the highest temperature differ-
ence between the model and the experiment, 0.66ºC, was caused by just 1.2 mV of difference in ripple 
amplitude. A thermal model was coupled with the electrochemical model and its characteristics were 
described. Finally, a use case was simulated, representing a mobile power supply on a construction site 
during working hours. A mean tolerance of 0.46ºC with respect to the average internal temperature was 
observed, showcasing the battery temperature monitoring capability using impedance analysis. 

In conclusion, the study showed that the technique under study was conceptually feasible. In a 
system undergoing significant AC current ripples, the battery impedance could be monitored using high-
accuracy sensors. Subsequently, the average jelly roll temperature could be estimated based on pre-
populated look-up tables and used for safety and performance control. Although the topic of battery 
health was not investigated in this study, it is known that the correlation between temperature and im-
pedance varies as the battery ages [40,41]. Therefore, look-up tables adapted to the declining SoH are 
needed in a real-world application. That is a challenge because a battery can age in different ways 
depending on operating and environmental conditions, differently impacting the impedance. Aging could 
also exacerbate disparities among the impedance of different modules [42]. On the other hand, the fact 
that battery impedance is sensitive to SoH means that impedance analysis can be applied to SoH esti-
mation in a similar fashion to temperature estimation. As shown and discussed in Sections 3.1 and 
3.2.2., battery impedance is more sensitive to temperature for low frequency measurements. To obtain 
reliable results, it is advisable to use low frequency measurements, despite the longer measurement 
times. Even at low frequencies, signal fidelity requirements are strict. Depending on practical consider-
ations, such as sensor costs or noise-to-signal ratios, the temperature monitoring technique could be 
implemented on an on-board BMS, on a dedicated battery monitoring chip, or it could be part of a test 
rig. By leveraging this technique, a lower number of physical temperature sensors would be needed, 
and the remaining sensors could be relocated to measure temperatures that are more critical for safety. 
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Abstract. HEV (hybrid electric vehicle) is a promising mid-term solution in mitigating greenhouse gas 
emissions and advancing vehicle electrification. This research focuses on optimizing various component 
technologies for developing a novel hybrid-dedicated 2.5L, 4-cylinder engine equipped with a turbo-
charger and gasoline direct injection technology. The study presents optimizing the combustion system 
and control strategy for improved fuel efficiency and sufficient power performance. The combustion sys-
tem has been optimized to balance improved engine efficiency with acceptable performance compro-
mise. The intake cam closing timing and geometric compression ratio were tuned to implement the 
Atkinson cycle, resulting in an increased expansion ratio and reduced effective compression ratio. Under 
low-speed and high-load engine conditions frequently operated in HEVs, a multiple injection strategy, 
including late injection during compression stroke and a diluted combustion strategy employing LP-EGR 
(Low-Pressure Exhaust Gas Recirculation), was employed to mitigate undesirable knocking combustion 
and to optimize combustion phasing further. The engine test results demonstrated a noteworthy 5% 
enhancement in fuel consumption within the frequent engine operation points in HEVs. The optimized 
engine also exhibited sufficient power and torque, making it suitable for midsize SUVs combined with 
hybrid motor systems. The newly designed piston geometry and the optimized injection strategy enable 
improved catalyst heating and reduced engine-out raw emissions compared to the base engine. The 
proposed new hybrid system, featuring two motors and a hybrid-dedicated engine, demonstrated supe-
rior system response through effective cooperative control among its components. The new engine will 
contribute to advancing the efficiency and performance of larger-size HEVs and serve as a compelling 
solution for a sustainable and environment-friendly future powertrain. 

1. Introduction

The automotive industry is trying to reduce greenhouse gas (GHG) emissions and address 
global climate change. One of the most essential actions that put the most effort into is vehicle electrifi-
cation, represented by the deployment of electric vehicles (EV). [1-3] All automotive manufacturers have 
recently been working hard to develop advanced EV technologies and present future strategies with 
extended EV lineups. EVs appear to significantly reduce GHG emissions, as no exhaust emissions are 
emitted during driving. However, eco-friendly infrastructure for power generation and the charging grid 
should be provided to support such an effort. Therefore, GHG reduction strategies based on deploying 
EVs are actively taking place among developed countries where the infrastructure is ready or near-term 
planned.[4-5] Many previous life cycle assessment (LCA) studies support the idea that EVs can be the 
most effective method for reducing GHG emissions in these regions. [6-7] 

Meanwhile, some manufacturers propose future strategies, including hybrid electric vehicles 
(HEVs), in their portfolios.[8-9] In particular, they emphasize that a diversified powertrain strategy is 
advantageous over an EV-only approach by providing various GHG reduction solutions tailored to cus-
tomers in multiple markets and regions. The propulsion system of HEV has an internal combustion 
engine and an electric motor(s) that enable the recovery of braking energy and optimize the engine's 
operating point. As a result, HEVs show significantly reduced GHG emissions during vehicle operation 
compared to conventional internal combustion engine (ICE) vehicles.[10-12] In particular, based on a 
recent LCA study, GHG emissions from HEVs are analyzed to be similar to or even lower than those 
from BEVs in many regions, even in advanced countries.[13] In addition, when low-carbon intensity 
biofuel [14] or e-fuel [15] is applied to HEVs, GHG emissions from an HEV can be drastically reduced. 
Therefore, HEVs are another essential axis of electrification that reduces GHG emissions along with 
EVs. 

Since the introduction of hybrid vehicles with the first-generation Prius in the late 1990s, dedi-
cated hybrid engines have been developed to improve the fuel efficiency of vehicles. Vehicle hybridiza-
tion allows the engine to operate more efficiently in specific operating ranges compared to traditional 
internal combustion engine (ICE) vehicles. This optimization aims to achieve higher thermal efficiency 
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in a specific range rather than considering a wide range of operating conditions, leading to significant 
improvements in efficiency compared to conventional ICEs. Dedicated hybrid engines utilize a higher 
geometric compression ratio with an effective compression ratio reduction strategy to implement the 
Atkinson cycle or Miller cycle for efficiency improvement without sacrificing engine performance. Dilute 
combustion with exhaust gas recirculation (EGR) is also commonly used to optimize combustion and 
prevent knocking under high-load conditions. This requires expertise in design and optimization to de-
velop competitive HEV-dedicated engines. In addition, developing hybrid powertrain systems should 
cover various components, such as the engine, motor, battery, transmission, and clutch, requiring a 
cooperative control of these elements and a complex integrated control strategy. HEV systems fre-
quently switch between different driving modes, including EV mode, series HEV mode, parallel HEV 
mode, engine performance driving mode, and idle mode, making it challenging to control the engine and 
system torque output accurately. Designing and controlling hybrid powertrains must consider achieving 
technical goals, minimizing costs, and meeting stringent emission regulations. Therefore, the successful 
development of new hybrid powertrains and engines requires an efficient and effective development 
process involving a comprehensive review of various engine performances and requirements. 

This study presents the optimization made to combustion systems and control strategies for a 
new hybrid dedicated engine system, a 2.5L, 4-cylinder turbocharged gasoline direct injection(T-GDI) 
engine for a midsize crossover SUV hybrid. The optimization process used a combination of combustion 
system and control strategy technologies to achieve maximum fuel efficiency with minimized engine 
performance compensation. Additionally, the study included the development of design and control 
strategies to meet stringent future emission regulations and optimize the hybrid system's control strategy 
for dynamic response. The primary objective of this paper is to demonstrate the latest engine technolo-
gies and optimization methodologies for new hybrid dedicated engines, which are supported by experi-
mental results. The discussions and methodologies presented in this study will provide valuable insights 
for powertrain engineers working on advanced engines and hybrid vehicles who aim to develop cleaner 
and more sustainable propulsion systems. 

2. Base engine and development target

2.1 Base engine 

The base engine for the optimization is a 2.5L inline 4-cylinder engine applied in E-segment 
sedans and midsize crossover SUVs. The engine is equipped with continuous variable valve timing 
(CVVT) systems on both intake and exhaust camshafts, with the intake camshaft being actuated elec-
trically while the exhaust hydraulically. A direct injection system with a maximum injection pressure of 
350 bar is installed on the engine, with laterally mounted injectors on the combustion chamber. The 
engine has a boosting system of a twin-scroll turbocharger with an electrically actuated wastegate. Fur-
thermore, an integrated thermal management system (ITM) is installed to improve engine cooling per-
formance. This system provides separate cooling for the engine block and head, effectively controlling 
engine warming and cooling by directing heated coolant to various cooling circuits, including the heater, 
radiator, and oil cooler. The engine is equipped with a variable oil pump and low-friction lubrication 
system for friction reduction. Table 1 summarizes the key specifications of the base engine. 

Table 1. Specification of the base engine 

Bore [mm] 88.5 
Stroke [mm] 101.5 
Compression ratio 10.5 
Valvetrain Ducal CVVT 
Fuel RON 92 Gasoline 
Block I4 
Injection GDI+MPI 
Max. injection pressure [bar] 350 
Boosting Turbocharged 
Intercooler Air-Air 
Maximum Power 281 PS @ 5800 rpm 
Maximum Torque 43 kgf.m @1700-4000 rpm 
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2.2 Development target 

Hybrid dedicated engines are integrated with one or more propulsion motors in their hybrid 
powertrain systems. This means that the demand for power performance is lower than that of engines 
for conventional ICE vehicles, as discussed in the Introduction. Therefore, optimization mainly focuses 
on efficiency in the performance-efficiency trade-off. To ensure the competitiveness of new hybrid vehi-
cles, the engine must achieve high efficiency. This study aims to improve efficiency by more than 5% 
under main engine operating conditions during HEV operation. Moreover, this engine will be equipped 
with a midsize crossover SUV, and sufficient power, considering vehicle size, is necessary. However, 
the base engine already has applicable power for midsize crossover SUVs. With the addition of electric 
motors in the hybrid powertrain system, a slight decrease in performance compared to the base engine 
will be acceptable. Additionally, new HEV vehicles must comply with increasingly stringent future emis-
sions regulations. Therefore, low engine-out emissions, reliable after-treatment systems, and related 
control operations should be secured. Another development target is the dynamic response of transient 
operation. Since HEV performs EV-HEV mode transition frequently during the driving, to provide a fun-
to-drive experience to the driver, a seamless transient response of the engine under dynamic conditions 
should be secured. Implementation and optimization of component technologies and control strategies 
have been conducted to meet these technical goals. Figure 1 provides schematics of the newly devel-
oped hybrid dedicated engine. A detailed discussion of the applied technologies and their effects will be 
followed in the next chapter. 

Fig. 1. Schematics of the newly developed hybrid dedicated engine 

3. Optimization of System and Control

This chapter explains the optimizations to develop the new engine. First, the thermodynamic 
optimization of the combustion system to balance improved engine efficiency with acceptable perfor-
mance degradation will be discussed. The optimization involved implementing the optimal Atkinson cy-
cle by experimentally determining various intake cam closing timings and geometric compression ratios. 
The second topic covers applying and optimizing the multi-injection strategy and LP-EGR for improved 
fuel efficiency and performance under higher-load engine operating conditions. Next, optimization of the 
piston geometry design and injection strategy for the improved catalyst heating performance will be 
discussed. Finally, the optimization of the advanced engine control strategy will be discussed, and the 
improvement in system response under highly dynamic driving conditions through the newly proposed 
strategies will be demonstrated.  
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3.1 Thermodynamic optimization 

As discussed in the Introduction, many hybrid dedicated engines adopt the Atkinson cycle. The 
Atkinson cycle implements the late intake valve closing (LIVC) to reduce the effective compression 
ratio, which minimizes the drawbacks of combustion phasing retardation due to knocking while 
maintaining a high expansion ratio to increase thermodynamic efficiency.[10] However, there are some 
limitations and drawbacks to using the Atkinson cycle. For instance, it can reduce volumetric efficiency 
and has limitations in knocking mitigation under high-speed operating conditions due to the ram effect. 
In detail, at low and middle engine speeds, the LVIC strategy can reduce the effective compression 
ratio by keeping the intake valve open during the compression stroke. This allows fresh charge to flow 
into the intake mani-fold from the cylinder as the piston rises during the delayed IVC period. 
However, at higher engine speeds, the inertia of the gas and increased pressure in the port prevent 
the reverse flow, making the LVIC strategy unable to control the effective compression ratio. 
Therefore, evaluating whether the powertrain performance meets the vehicle's requirements is 
essential. This study also adopted the Atkinson cycle and aimed to optimize fuel economy and power 
performance by testing different combinations of compression ratios and LIVC levels. Four 
combinations were tested, ranging from a compression ratio of 12 with a mild LIVC to 12.5 with an 
aggressive LIVC. The fuel economy evaluations were conducted on eight selected conditions, which 
are frequently operated engine conditions in midsize SUV hybrid vehicles. The result of the engine test 
showed that Case 2 consisted of a compression ratio of 12, and the intermediate level of LIVC strategy 
showed the best fuel economy improvement, as depicted in Figure 2. Fuel economy improvement was 
less in cases with higher compression ratios due to deteriorating knocking characteristics. A 
compression ratio of 12.5 resulted in relatively significant performance degradation, especially in 
Case 4, which had the most aggressive LIVC strategy combined with deteriorated volumetric 
efficiency. As a result, Case 2 was selected as the most optimal when consid-ering the trade-off 
between fuel economy improvement and performance. Figure 3 illustrates the fuel economy 
improvement ratio compared to the base engine when Case 2 is applied. Brake-specific fuel 
consumption (BSFC) improved by 2-4% in main engine operating conditions during the FTP vehicle 
test cycle. However, mid-to-high load conditions showed minimal fuel economy improvement or even 
deterioration due to reduced volumetric efficiency and increased knocking combustion caused by the 
implementation of the LIVC and increased compression ratio. Therefore, additional fuel economy 
improvement strategies are needed, mainly focusing on high-load conditions. 

Fig. 2. Optimization of LIVC strategy and geometric compression ratio (experimental results) 
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Fig. 3. Improvement in BSFC by the implementation of the Atkinson cycle 

(red circle: engine operating points during FTP test cycle, green dots: engine test points for fuel consumption 
evaluation shown in Fig.2) 

3.2 Multiple injection and LP EGR 

In the new engine, a triple injection strategy has been implemented to improve both efficiency 
and performance under high-load conditions. In the previous engine, double injection was performed 
during the intake stroke to enhance mixture homogeneity under low-speed, high-load conditions. Adding 
additional late injection at the end of the compression stroke can improve combustion speed by enhanc-
ing the in-cylinder flow of the combustion chamber by the spray momentum. On the other hand, the late 
injection at the compression stroke could worsen mixture homogeneity, leading to a deterioration in 
combustion efficiency. In the newly developed engine, injection at the end of the compression stroke 
could be implemented with the minimized fuel quantity. Therefore, adverse effects of late injection could 
also be minimized while increasing combustion speed could be realized. This was achieved through 
improved injection quantity control and the quality management of the injector manufacturing [19]. Fig-
ure 4 (a) shows double and triple injection strategies that are applied in previous and new engines 
respectably, and (b) illustrates the comparison of combustion characteristics for different injection strat-
egies. In figure 4 (b), the ignition timing was set to MBT or knock boundary for each condition. As shown 
in Figure 4 (b), the triple injection could significantly increase combustion speed, leading to mitigation in 
knocking and advancement in combustion phasing. Through the application of the triple injection, BSFC 
could be improved by about 4% additionally under high-load conditions.  

In addition, low-pressure exhaust gas recirculation (LP-EGR) was applied to improve thermal 
efficiency further. Although LP-EGR presents technical challenges, such as high control complexity and 
durability issues like condensation water and fouling, it has significant advantages compared to HP-
EGR. Specifically, LP-EGR enables a higher EGR rate, which is helpful in improving combustion phasing 
and efficiency [20]. As shown in Figure 5, the application of LP-EGR compensates for the reduction in 
fuel efficiency caused by the use of a high compression ratio. Figure 5(a) shows the rate of LP-EGR 
used in this study, and in (b), the combustion characteristics are compared before and after LP-EGR 
was applied. With LP-EGR, auto-ignition reactivity could be controlled, and combustion phasing (mass 
fraction bunt 50%: MFB50%) could be advanced by around five crank angle degrees (CAD) at maximum, 
as shown in Figure 5 (b). The implementation of LP-EGR resulted in a significant improvement in fuel 
efficiency under higher-load operation conditions, although the average fuel consumption improvement 
under representative eight test conditions was approximately 2%, less than in higher-load conditions. 
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(a) Comparison of injection strategies

(b) Comparison of combustion phasing and speed (Experimental results)

Fig. 4. Effect of triple injection strategy 

(a) EGR rate map of the new engine
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(b) Comparison of mass fraction burnt 50% (left: no EGR, right LP-EGR implemented, experimental results)

Fig. 5. Effect of LP-EGR 

3.3 Optimized catalyst heating 

Global emission regulations are becoming stricter, which makes it harder to introduce new en-
gine-powered vehicles to the market. For example, the United States Environmental Protection Agency 
(EPA) regulates non-methane organic gases (NMOG) and nitrogen oxides (NOx) from light-duty vehi-
cles. These emissions should decrease to an average fleet level of 12 mg/mi by 2032, with a challenging 
particulate matter (PM) emissions limit of 0.5 mg/mi. Optimizing the catalyst heating operation after a 
cold start is crucial to meet future exhaust regulations. This optimization aims to reduce the "light-off" 
time, during which most tailpipe emissions are emitted, and to minimize raw emissions during this period. 
Since the new engine uses the LIVC strategy, it is expected to experience reduced intake flow during 
the compression stroke, resulting in less favorable in-cylinder tumble flow and turbulent intensity. In 
catalyst heating conditions, the ignition timing is retarded as much as possible to deliver high heat to the 
exhaust catalyst, limited by the maximum available cyclic variation. However, this operation may be 
affected by reduced tumble flow and the deteriorated of cyclic variation. Therefore, improvements have 
been made in both design and injection control to compensate for this. 

Figure 6(a) shows how the new engine's piston shape has been modified to enhance 
the intensity of the tumble flow. These design enhancements were specifically made to improve the 
tumble flow's intensity. Figure 6(b) presents the results of a Computational Fluid Dynamics (CFD) sim-
ulation carried out using STAR-CD CFD software. The simulation was performed at 1500 rpm under 
motoring conditions, focusing solely on the influence of intake flow and excluding the effect of fuel injec-
tion. The x-axis represents the crank angle, and the y-axis represents the spatially averaged turbulent 
kinetic energy around 10mm from the spark plug. The improved piston shape has increased the intensity 
of tumble flow compared to the flat piston, indicating that the in-cylinder flow is similar to the base engine 
under catalyst heating conditions. Combined with the increased compression ratio, which helps the mix-
ture achieve faster laminar flame velocity, the enhanced in-cylinder flow characteristics of the new en-
gine could prevent the deterioration of exhaust heat flux and light-off time compared to the base engine. 

(a) Comparison of piston bowl design
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(b) Comparison of turbulent kinetic energy (CFD results using STAR-CD software)

Fig. 6. Effect of improved piston bowl design 

 In addition to the new design of the piston bowl geometry, optimization of injection strategies 
was also performed to improve catalytic heating performance. Similar to Chapter 3.2, triple injection, 
including late injection during the compression stroke, was applied to improve in-cylinder flow by spray 
momentum. The third pulse was optimized to enhance in-cylinder flow due to the spray momentum while 
minimizing the side effects of mixture inhomogeneity. During this process, optimization of the timing and 
ratio of the first and second injections is also required to maximize the mixture's homogeneity and avoid 
undesired spray impingement. Figure 7(a) compares the optimized injection timing, while Figure 7(b) 
compares the catalyst heating performance between the base and newly developed engines. As a result 
of the optimization, the catalyst heating performance of the new engine showed equivalent heat flux and 
slightly superior cyclic variation compared to the base engine, with equivalent HC emissions and supe-
rior NOx and PM emissions. These results confirm that the capability to meet the latest regulations, such 
as LEV-III SULEV30, has been sufficiently secured. It is also expected that compliance with future reg-
ulations such as CARB ACC-II and EPA tier 4 will be feasible with improved exhaust after-treatment 
systems. 

(a) Comparison of injection strategies

(b) Comparison of catalyst heating performance (experimental results)

Fig. 7. Optimization of catalyst heating operation 
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3.4 Improvement of engine dynamics 

Hybrid engines generally operate cooperatively with motors, so the requirement for dynamic 
response seems less significant than conventional internal combustion engine vehicles. However, when 
a vehicle transitions between EV and HEV modes under dynamic drive conditions, the engine must go 
through various mode transitions to meet driver demands seamlessly. Therefore, it is essential to ensure 
that hybrid power systems provide better dynamic response than conventional ICEV. 

Figure 8(a) displays a schematic of Hyundai's new hybrid system, which includes the engine, 
engine clutch, two motors, and transmission. Figure 8(b) depicts how the engine operates during dy-
namic acceleration. When the driver inputs the accelerator pedal while the vehicle is stationary, propul-
sion starts with the P2 motor, and the P1 motor spins the engine to start it. As the engine speed reaches 
an idle RPM, fuel injection initiates, and the engine speed further increases to synchronize with the P2 
motor's speed. Once the engine speed aligns with the P2 motor's speed and the torque sum from the 
engine and P1 motor becomes zero, the clutch engages. These sequential processes greatly impact 
the vehicle's dynamic performance during acceleration. The air mass flow rate depicted in Figures 8 is 
a modeled value in the ECU calculated based on various sensor readings. It is measured in mg/stroke 
and indicates the mass of gas trapped in the cylinder at that specific point. Therefore, it's important to 
note that it can have a specific value even when the engine is not running. 

(a) Schematics of Hyundai’s new hybrid system

(b) Cooperative control of hybrid system during acceleration

Fig. 8. Schematics and operation of hybrid propulsion system 

To enhance the control of the hybrid powertrain system for improved dynamic performance, it is cru-
cial to ensure a reliable engine start as the initial step. Conversely, it is important to avoid engine speed 
and torque overshooting. This can be accomplished by fine-tuning the control parameters for engine 
start. In this study, the intake cam, throttle opening, ignition timing, and injection timing were optimized 
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to refine the engine starting process. The ignition timing and intake cam advance level were adjusted to 
balance engine torque overshoot and starting stability. The throttle opening angle was modified to en-
hance the engine's ability to reach the desired torque immediately after starting. The injection timing 
was optimized to minimize emissions during frequent starts in HEV operations. Figure 9 demonstrates 
the outcome of the optimization of engine start parameters, showing a reduction in engine torque over-
shoot, leading to more precise torque control immediately after starting. The significantly reduced engine 
rpm overshoot can contribute to swift clutch engagement and improved system response. 

Fig. 9. Optimized engine start (left: before optimization, right: after optimization, experimental results) 

Once the clutch is engaged, the engine and motor work together to fulfill the driver's torque 
request through a process called torque blending. Initially, the engine operates at low load. As the engine 
and motor speed increases, the motor's torque is limited due to its constant power characteristic. This 
means the engine must quickly accelerate from low to higher load. To achieve dynamic performance, 
two strategies were implemented in this study. The first strategy, called the dynamic throttle strategy, 
compensates for any shortfall in the current air quantity by adding a feed-forward compensation value 
to the throttle opening target calculated from the current air quantity. This ensures precise torque control 
despite excess air quantity, although it may slightly decrease efficiency in short transient or highly dy-
namic driving conditions. The second strategy is the transient cam strategy. Under steady-state condi-
tions, the intake cam operates with maximally retarded intake valve closing (IVC) timing to avoid high 
effective compression ratios while supplying the required air quantity through boosting. However, to 
rapidly increase the load, advancing the intake cam can improve dynamic response by reducing de-
pendence on boosting, which may decrease efficiency but only in short transient conditions during dy-
namic driving. Figure 10 shows the effects of applying these strategies, which have significantly im-
proved powertrain system response and are expected to meet customers' dynamic requirements. 
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Fig. 10. Effect of dynamic throttle and transient cam strategy on dynamic response under acceleration condi-
tion (experimental results) 

Conclusions 

The study presents a newly developed 2.5L, 4-cylinder turbocharged gasoline direct injection 
engine optimized for optimal fuel efficiency and minimized performance degradation. By optimizing en-
gine combustion systems and control strategies, the engine achieves thermal efficiency approaching 
40%, satisfying customers' dynamic driving performance expectations and meeting future emissions 
regulations. Details on optimizations follow. 

 The Atkinson cycle with late intake valve closing (LIVC) was implemented to optimize fuel
economy. Testing various compression ratios and LIVC levels revealed that a compression
ratio of 12 with an intermediate LIVC level provided the best fuel economy improvement
with the minimized compensation of engine performance. However, higher compression
ratios led to deteriorated knocking characteristics, particularly at higher loads, indicating a
need for additional fuel economy strategies.

 A triple injection strategy was implemented to enhance efficiency and performance under
high-load conditions, with late injection at the end of the compression stroke improving com-
bustion speed without compromising mixture homogeneity, resulting in a 4% improvement
in BSFC at maximum under high-load conditions. Additionally, low-pressure exhaust gas
recirculation (LP-EGR) was also employed to further enhance thermal efficiency, resulting
in advanced combustion phasing by five crank angles at maximum under high-load condi-
tions.

438



J. Park, H. Oh, H, Im, J. Kim, H. Im

 For the catalyst heating operation under the cold start idle condition, newly designed piston
shapes and optimized triple injection with late injection were applied. Despite the degrada-
tion in cylinder flow caused by the implementation of the LIVC strategy, the new engine
exhibits a significantly improved catalyst heating performance compared to the base engine.

 Control strategies for the hybrid powertrain system were optimized to enhance dynamic
performance. The optimized engine start control method significantly reduced engine torque
and rpm overshoot, leading to more precise torque control and faster system response.
Advanced transient strategies, such as dynamic throttle and transient intake cam control,
were implemented and successfully improved the system's dynamic response without sig-
nificantly affecting overall vehicle efficiency.
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Abstract. Designing environmentally sound, efficient, and robust large internal combustion engines in-
volves balancing a large number of desirable and undesirable combustion properties. Knocking—a phe-
nomenon of uncontrolled and abnormal combustion—is one such undesirable characteristic of spark-
ignited engines. During the design process, it is therefore necessary to determine the knock tendency 
in relation to the corresponding engine operating point. To this end, single-cylinder engine tests are 
important as they allow the evaluation of a variety of engine operating points for knocking under con-
trolled conditions. But even with single-cylinder engine testing, experimental resources are limited. For 
this reason, a well-structured approach is required in order to efficiently determine the knock tendency. 
This study presents a method for predicting the engine knock probability of an operating point based on 
a limited amount of measurement data. A regression model is built that describes the (empirical) knock 
probability as a function of knocking-relevant control variables and additional relevant engine operating 
parameters. The required training data is generated from engine measurements that also determine the 
parameter space limits of knocking-relevant control variables such as ignition timing or charge air pres-
sure. Eventually, this model allows prediction of the knock probability of operating points that are not 
studied during the engine tests. The presented method is verified by multiple engine tests on a large 
single-cylinder engine fueled with natural gas or hydrogen. The high prediction accuracy of the empirical 
knock probability for unseen points demonstrates the potential benefit of the approach. Since it is not 
tied to a specific engine size or type, this method can be used in the design process of other engines as 
well. 

Keywords 
large internal combustion engine, knock probability, zero-inflated beta regression, 
engine design process

1. Introduction
Increasing efficiency and consequently reducing CO2 emissions are two of the main research objectives 
in the development of internal combustion engines (ICEs). Thus, high-load operating points with high 
compression ratios are becoming increasingly important. However, these conditions significantly pro-
mote “knocking combustion,” which refers to an abnormal combustion event in spark-ignited (SI) ICEs 
due to auto-ignition of the in-cylinder end gas before the flame front reaches it. It can lead to serious 
damage to the engine from high-frequency pressure oscillations and propagating shock waves. Since 
the suppression of knocking combustion usually results in efficiency losses, comprehensive research 
that aims to understand, accurately detect and predict this phenomenon has been carried out over the 
last few decades as summarized in the review of Wang et al. [1]. 

The accurate detection of engine knocking with a focus on engine monitoring and control is 
essential to ensure optimal performance by preventing potential damage. Many common knock detec-
tion algorithms implemented in today’s engine control architectures are based on threshold meth-
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ods [2,3]. These methods use distinct knock intensity measures such as the maximum amplitude pres-
sure oscillation (MAPO) or the signal energy pressure oscillation (SEPO) criterion to label an engine 
cycle as knocking or non-knocking if a predefined threshold value is exceeded [4]. Although the use of 
these approaches is straightforward, significant calibration effort is required to cover the entire range of 
knock-relevant engine operating conditions. Recent research activities have focused on incorporating 
machine learning (ML) methods to enhance the detection of knocking cycles and potentially enable their 
forecast. Due to the complex nature of the phenomenon and the vast array of influencing factors, ML 
offers a sophisticated approach to enhance the understanding of knocking combustion in SI ICEs and 
the capability to predict it. Aramburu et al. [5] applied two different ML techniques to classify combustion 
cycles of a heavy-duty engine based on knock sensor signals. After the data was processed by applying 
a short-time Fourier transform, a one-class support vector machine representing an unsupervised ML 
method and a convolutional neural network (CNN) representing a supervised ML method were used for 
classification. By comparing the results with in-cylinder MAPO criteria, the authors reported that these 
methods are able to detect knocking cycles successfully and allow the evaluation of sensor position 
sensitivity. Similar work was conducted by Pla et al. [6]. Kefalas et al. [7] combined continuous wavelet 
transformation and CNN to develop a generalized knock detection method. They classified the engine 
cycles using a 2D-CNN on scalograms representing the energy spectrum of the in-cylinder pressure. 
The comparison of ML model results to expert labeled data from different engine configurations yielded 
high agreement. In a similar study by Ofner et al. [8], the in-cylinder pressure trace was directly fed into 
a 1D-CNN to classify knocking and non-knocking engine cycles. The kernel size of the first CNN layer 
was adapted to take into account the resonance frequency of the investigated engine. Their results 
revealed high accuracy compared to basic threshold-based methods and furthermore indicated the ad-
vantage of this approach in terms of generalization across different engine types. Cho et al. [9] used a 
deep neural network that processes the in-cylinder pressure directly to predict the knock onset (i.e., the 
timepoint when knocking begins). The results of the ML method were compared to manually labeled 
data that showed satisfactorily results. Common deterministic control strategies for keeping engine 
knock at an acceptable level adapt the spark timing if a knock event is observed by delaying it and then 
advance again it for engine efficiency improvement until the next knocking cycle occurs [3]. Since this 
approach is inflexible and inefficient and does not account for any stochastic behavior of the knock 
phenomenon, advanced approaches have been explored. Selmanaj et al. [10] developed a control strat-
egy based on a logarithmic increase in the spark timing after a knocking cycle combined with additional 
parameters representing stochastic information. Their advanced control method outperformed conven-
tional deterministic strategies in both simulation and experimental tests. Maldonado et al. [11] investi-
gated the application of ML methods, specifically artificial neural networks, for the in-cycle prediction of 
knocking events. Since the desired prediction of knocking events would be at least at spark timing to 
allow control actions for the current cycle, the authors also explored in-cylinder data from the previous 
cycle until ignition timing of the current cycle. The results indicated that the information content in this 
signal range is not sufficient for predicting engine knock accurately. Thus, the authors concluded that 
cycle-to-cycle knock event prediction is unlikely. This is underlined by the investigations of Ghandhi and 
Kim [12], who conducted a statistical analysis of the knock intensity of three engine cycles sharing the 
same thermochemical time history. They came to the conclusion that engine knock is not uniquely de-
fined by the time history of the end gas, which reflects the random nature of this phenomenon. 

In contrast to the cycle-based knock detection methods outlined above, Zhao and Shen [13] 
proposed a statistical knock control method based on a Bayesian knock probability estimation in which 
the logarithm of the knock intensity is assumed to follow a normal distribution. The authors argued that 
the use of knock intensity in combination with probability estimation yields advantages for knock control 
since information is provided of how far the current control settings are from knock borderline conditions, 
which is not the case for binary knock event signals. Similarly, Zhao et al. [14] proposed a control ap-
proach that targets the knock probability estimation based on binary knock event signals determined by 
a knock intensity threshold. Their study uses a beta distribution as the initial probability distribution for 
the Bayesian probability estimation method. Based on this approach, Zhao and Shen [15] developed a 
map learning procedure (spark advance and TA throttle angle) that describes knock probabilities with 
uncertainties for determining the next engine operating points during test bed operation. 

Compared to these methods that focus on online knock controls, the method proposed in the 
present study aims to predict the knock probability as a function of knocking-relevant control variables 
and additional relevant engine operating parameters. Such a model could help engineers to efficiently 
research and design new ICE configurations or combustion concepts. Given the underlying knock prob-
ability properties, a so-called zero-inflated beta regression is applied. This approach permits the model-
ing of the knock probability over the entire engine operation range from a limited number of operating 
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points. The proposed method has been tested on two different large engine configurations operated by 
natural gas and hydrogen, respectively, and yielded satisfactorily results. 

2. Methodology

2.1 Knock determination 

The most common time-domain method for characterizing engine knock events employs the MAPO 
criteria. The MAPO value describes the maximum amplitude of the high- or band-pass filtered in-cylinder 
pressure on a cyclic base given by 

𝑀𝐴𝑃𝑂 ∶= max(𝑝𝑓𝑖𝑙𝑡), 

where the filtering of the pressure trace allows the elimination of the low-frequency content of 
the signal related to compression and standard flame propagation [4]. In order to classify a combustion 
cycle as knocking or non-knocking, the threshold value exceed method is applied. For the MAPO value 
of a single combustion cycle, this can be noted as the indicator function 

𝟏𝑀𝐴𝑃𝑂 ≥ 𝑀𝐴𝑃𝑂𝑐𝑟𝑖𝑡
 ∶=  {1, 𝑖𝑓 𝑀𝐴𝑃𝑂 ≥  𝑀𝐴𝑃𝑂𝑐𝑟𝑖𝑡

0, 𝑖𝑓 𝑀𝐴𝑃𝑂 <  𝑀𝐴𝑃𝑂𝑐𝑟𝑖𝑡
,

where 𝑀𝐴𝑃𝑂𝑐𝑟𝑖𝑡  denotes the threshold value. Since the definition of such a threshold strongly 
depends on various factors such as engine type and operation, specific domain knowledge is required. 

During the engine design process supported by engine tests, the focus is usually not on single-
cycle phenomena but rather on entire engine operating points (OPs). In order to evaluate the knock 
tendency of an OP, the empirical knock probability is considered. For 𝑖 = 1, . . . , 𝑛 OPs, the empirical 
knock probability of OP 𝑖 𝑃′𝑖 is given by 

𝑃′𝑖 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑘𝑛𝑜𝑐𝑘𝑖𝑛𝑔 𝑐𝑦𝑐𝑙𝑒𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑓𝑜𝑟 𝑂𝑃 𝑖

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑦𝑐𝑙𝑒𝑠 𝑓𝑟𝑜𝑚 𝑂𝑃 𝑖 
=

∑ 𝟏𝑀𝐴𝑃𝑂𝑗 ≥ 𝑀𝐴𝑃𝑂𝑐𝑟𝑖𝑡
 𝑛𝑖

𝑗=1

𝑛𝑖  
, 

where 𝑛𝑖 denotes the number of cycles observed with OP 𝑖. The empirical knock probability of OP 𝑖 
strongly depends on certain engine operating parameters, 𝑥𝑖1 , … , 𝑥𝑖𝑝, that represent knocking-relevant 
engine control variables and additional relevant parameters. This set of engine operating parameters 
inherently depends on the investigated engine configuration and combustion concept. Nevertheless, it 
is possible in principle to describe this relationship using a regression approach that models the (empir-
ical) knock probability as a function of the engine operating parameters (also features)—even with a 
limited amount of measurement data available. Since test bed time is often limited in practice, such a 
model would allow an engineer to predict the (empirical) knock probability of new/unseen OPs. 

2.2 Knock probability model 

In theory, 𝑃′𝑖 ∈ [0,1], i.e., zero to all cycles of OP 𝑖 knock. In practice, it is usually sufficient to assume 
that not every cycle of OP 𝑖 knocks, 𝑃′𝑖 ∈ [0,1), i.e., to neglect highly unwanted OPs. A suitable data-
driven approach is required in order to build a proper regression model for a dependent variable (also 
response or target) such as the knock probability. 

The so-called beta regression [16,17] is a well-established statistical regression method that 
assumes that the target variable follows a beta distribution. The beta distribution is a very flexible distri-
bution with two parameters, but it is only defined on the open interval (0,1). To model OPs without a 
knocking cycle, an extension of the beta distribution, the so-called zero-inflated beta distribution, and its 
corresponding regression variant [18] can be applied, where the probability at zero is additionally mod-
eled via a third parameter. Fig. 1 illustrates some of the potential shapes of the beta distribution and the 
zero-inflated beta distribution. Formulated as a so-called generalized additive model for location, scale, 
and shape (GAMLSS) [19], the three parameters of the zero-inflated beta regression can be flexibly 
modeled using the model features [18], i.e., the engine operating parameters. The mathematical details 
of the zero-inflated beta regression and its GAMLSS-based R implementation can be found in [18] and 
[20–23], respectively. In the present study, the default preferences of the GAMLSS R implementation 
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for the zero-inflated beta regression are used, with the model formula later specified in each investigation 
used for both the beta regression and the zero-inflated component of the overall model. 

Fig. 1. Examples of beta distribution and zero-inflated beta distribution shapes 

In summary, the knock probability model represents the empirical knock probabilities 𝑃′𝑖 of all consid-
ered operating points 𝑖 = 1, . . 𝑛, jointly with a zero-inflated beta regression model in which the engine 
operating parameters 𝑥𝑖1 , … , 𝑥𝑖𝑝, 𝑖 = 1, … , 𝑛, serve as model features. Depending on which data basis is 
considered, the regression model formula concerning the features (i.e., the right-hand side of the re-
gression model formula) can be adapted. 

One critical aspect of developing data-driven methods is model validation. Since the number of 
OPs available is rather small for both investigated large engine configurations, the model performance 
is evaluated on unseen data using a so-called leave-one-out cross-validation (LOOCV). With this 
resampling method, iteratively 𝑛 − 1 OPs are used for model building while the remaining OP serves for 
validation. Thus, essentially 𝑛 different models (using the identical model structure) are fit. The LOOCV 
reflects the situation in which a certain OP would not have been measured during experimental investi-
gations in a straightforward way—for whatever reason. 

2.3 Experimental data 

The data for the development of the knock probability model were obtained through experimental inves-
tigations on a single-cylinder research engine (SCE) at the Large Engine Competence Center (LEC) in 
Graz, Austria. Two different engine configurations operated by natural gas (available from the public 
gas network) and hydrogen, respectively, are considered. Although knocking was not the primary reason 
for these studies, the data collected is very well suited to demonstrate the approach presented for mod-
eling the (empirical) knock probability. 

Both configurations were investigated on the same SCE, which is a direct ignited high-speed 
large bore gas engine. In each case, a lean burn, high swirl combustion concept with Atkinson cam 
timing and a bowl-in piston was employed. All tests were carried out at a nominal engine speed of 1500 
rpm. Table 1 shows the specifications and characteristics of the engine used. A more detailed descrip-
tion of the engine layout and test bed infrastructure is found in [24]. State-of-the-art equipment for crank-
angle resolution and time-based measurements was used for data acquisition. [24] describes the data 
acquisition system in detail. A Venturi gas mixer located well upstream of the cylinder head provided the 
most homogeneous mixture of fuel gas and combustion air in the combustion chamber for the experi-
mental investigations. The test bed infrastructure included a multicomponent gas mixer, which supplied 
fuel gases of different gas qualities indicated by the methane number (MN) of the fuel gas. The multi-
component mixer allows the supply of fuel gases with methane numbers between zero (pure hydrogen) 
and 100 (pure methane). 
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Charge air conditioning 

SCE charge air supply with pressure up to 10 bar (external 
compressor); compressed air dehumidified; water from a 
steam generator added to the dry air to obtain the desired hu-
midity 

Balance of inertia forces Four balancing shafts to compensate for first and second-or-
der inertia forces 

2.3.1 Natural gas investigations 

The engine measurements with natural gas were principally performed with the goal of obtaining simu-
lation data for advanced three-dimensional computational fluid dynamics (CFD) simulation analysis. En-
gine test bed operation usually specifies engine load, emission levels and variations thereof, and the 
result is the required fuel mass fraction (air excess ratio), ignition timing, and pressures at intake and 
exhaust. However, this approach is suboptimal for CFD since engine load and emission levels are re-
sults of these simulations. Thus, the measurement campaign focused on variations in ignition timing 
(IT), excess air ratio (λ), and pressure levels at intake (p2) and exhaust (p3) so that engine load and 
emissions become results, not input. In addition, data were generated for lean-limit operation and knock-
limit operation. Indicated mean effective pressures (IMEP) of 12–24 bar and NOx emissions of 250–
5000 mg/Nm³ were investigated. A total of 230 different OPs are available for modeling the knock prob-
ability. For each OP, 608–800 consecutive cycles were observed and the empirical knock probabilities 
were calculated. The following parameters/features are considered for building the regression model: 
IT, λ, p2, (p2−p3), and MN. Fig. 2 shows the observed distributions of the empirical knock probability 
and the features. 

Fig. 2. Dataset 1: Data from natural gas SCE investigations (feature values are shown on a standardized scale) 

Natural gas investigations Hydrogen investigations 
Displacement 3 dm³ 
Bore 145 mm 
Stroke 185 mm 
Nominal engine speed 1500 min-1 
Compression ratio 11.8 
Number of inlet/exhaust 
valves 2/2 

Table 1. Technical specifications of the research engine for the natural gas and hydrogen investigations 
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Fig. 3. Dataset 2: Data from hydrogen SCE investigations (feature values are shown on a standardized scale) 

3. Results and Discussion
For both datasets, the modeling results from the LOOCV are evaluated as follows: 

1. The classification accuracy as to whether a validated OP knocks or not (𝑃′𝑖  >  0 vs. 𝑃′𝑖  =  0) is
analyzed using a class assignment contingency table (also called the confusion matrix) and the
Matthews correlation coefficient (MCC) [25] of all validations is calculated. The MCC ranges
from -1 to 1, where an MCC of 0 indicates random class assignment and MCCs of -1 and 1
indicate perfect negative and perfect positive correlation, respectively.

2. For truly knocking OPs or those that are wrongly predicted as knocking (cf. Step 1.), the predic-
tion accuracy of 𝑃′𝑖 is analyzed graphically using a scatterplot and with the root mean squared
error (RMSE) of the predicted and actual target values (i.e., the empirical knock probability).

3.1 Natural gas investigations 

The empirical knock probability of the natural gas investigations is modeled by applying a model struc-
ture/formula that contains each feature as a linear effect. All two-way interactions of λ, p2, (p2−p3), and 
MN are also modeled. As the confusion matrix in Table 2 shows, this modeling approach is able to 
correctly classify almost all OPs in the course of the LOOCV. This is also represented by the very high 
MCC of 0.971. Both wrongly classified OPs either have a very low observed/true empirical knock prob-
ability or the model predicts a very low knock probability. 

Table 2. Confusion matrix of knock class predictions for dataset 1, natural gas 

OP predicted knocking 
False True 

OP truly 
knocking 

False 186 1 
True 1 42 

2.3.2 Hydrogen investigations 

The experimental investigations with pure hydrogen were carried out with the objective of identifying the operating 
limits of the engine using existing hardware components of a natural gas combustion concept (identical to the 
hardware used for the natural gas investigations). Even with the most homogeneous cylinder charge possible, 
sporadic intake manifold deflagration occurred when the engine was operated on pure hydrogen. To ensure 
consistent boundary conditions, dehumidified combustion air was used for the hydrogen measurements as the 
intake manifold deflagrations made it impossible to measure and therefore control the humidity of the combustion 
air. The hydrogen measurement database mainly in-cludes variations in the excess air ratio at different ignition 
timings and loads. The excess air ratio was progressively varied within the knock and misfiring limits. In order to 
obtain robust results, the hydrogen measurement campaign varied only one engine operation parameter at a time. 
The dataset considered for modeling the knock probability corresponds to IMEP values of 10–13 bar and consists 
of 105 OPs that were each observed for 100 to 400 cycles. Similarly to the natural gas data, the following parame-
ters/features are considered in the building of the regression model: IT, λ, p2. The observed distributions of the 
empirical knock probability and the features are shown in Fig. 2. 
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Fig. 4. Actual versus predicted empirical knock probability for dataset 1, natural gas 

3.2 Hydrogen investigations 

The empirical knock probability of the hydrogen investigations is modeled by applying a model struc-
ture/formula that contains each feature as a linear effect. All two-way interactions of IT, λ, and p2 are 
also modeled. As the confusion matrix in Table 3 shows, this modeling approach is able to correctly 
classify almost all OPs in the course of the LOOCV. Compared to the natural gas investigations, slightly 
more OPs are wrongly classified. Therefore, the MCC of the LOOCV results equals 0.740. Nevertheless, 
this demonstrates the overall high accuracy of the knock class predictions. Again, the five OPs that are 
incorrectly predicted as not knocking have a very low observed/true empirical knock probability. 

Table 3. Confusion matrix of knock class predictions for dataset 2, 100% hydrogen 

OP predicted knocking 
False True 

OP truly 
knocking 

False 86 2 
True 5 12 

Fig. 5 shows the results of predicting the actual empirical knock probabilities during the LOOCV. Com-
pared to the natural gas results, there is more scatter visible, which also yields a higher RMSE of 0.0813. 
Nevertheless, the results indicate the basic ability of the modeling approach to correctly describe the 
knock probability based on engine operating parameters. Due to the stochastic nature of the knocking 
phenomenon, the considerably fewer cycles per OP observed for the hydrogen investigations may al-
ready introduce a higher uncertainty in the "true" empirical knock probabilities. Even though the predic-
tions for the unseen OPs are not as accurate as in the natural gas investigations, the prediction accuracy 
observed seems to be sufficient to support the engine design process, yet again demonstrating the 
potential benefit of this approach. 

As shown in Fig. 4, the modeling approach is capable of predicting the actual empirical knock probabil-
ities during the LOOCV with sufficient accuracy. These results correspond to a RMSE of 0.0299. Given 
the stochastic nature of the knocking phenomenon, such accuracy in predicting the knocking probability 
of new OPs is more than sufficient. Therefore, the potential benefit of the approach presented in this 
study for the natural gas investigations is clearly demonstrated. 
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Fig. 5. Actual versus predicted empirical knock probability for dataset 1, 100% hydrogen 

4. Summary and Conclusions
This study presents an approach to modeling the (empirical) knock probability of an engine OP using a 
zero-inflated beta regression. This approach allows direct modeling of the knock probability of non-
knocking OPs (probability equals zero). Validation of the approach and results was based on data from 
two different combustion concepts investigated on a large-bore SCE research engine. While the regres-
sion model for natural gas operation relied on ignition timing, excess air ratio, pressure levels at intake 
and exhaust, and methane number, the regression model for 100% hydrogen operation involved ignition 
timing, excess air ratio, and pressure level at intake. In both application cases, the approach provided 
accurate results and thus can be considered a valuable support during the engine design process. The 
GAMLSS representation of the zero-inflated beta regression modeling approach allows flexible model-
ing of the empirical knock probability and customized solutions for other combustion concepts or da-
tasets. The approach has been used post hoc with data obtained mainly for other research reasons. 
Eventually, knock relevant control variables and additional relevant engine operating parameters could 
be employed in a design of experiments approach in conjunction with the presented modeling approach. 
In this way, the knocking tendency of OPs can be specifically modeled and investigated on the basis of 
a few characteristic engine operating parameters. 
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Abstract. Equivalent Consumption Minimisation Strategy (ECMS) is a popular algorithm to determine 
the optimal blending between internal combustion engine and electric motors torque contribution on a 
hybrid electric vehicle. Given that it is a realisation of the Pontryagin Minimum Principle, it condenses 
driving mission’s a priori information into one single factor, avoiding any need of detailed predictions. 
This allows real-time implementation, making ECMS the only pure optimal control strategy that can be 
realistically implemented onboard a real-life vehicle. Despite this advantage, ECMS is natively based 
on very simplified powertrain models with limited representation of its dynamics, it lacks the impact of 
transients on fuel efficiency, and misses the drivability factor on an ECMS-based vehicle. 

This paper proposes a strategy to address these weaknesses in a hybrid electric vehicle 
featuring a spark ignited (SI) engine in two ways. On the one hand, the control problem is divided in 
three stages, each of them controlling a single feature of the powertrain with a dedicated ECMS 
implementation. These three features are: torque split target by actuating engine throttle, engine 
ignition retardation, and engine start/stop command. Motor torque requests are also coordinated 
within ECMS algorithms. Powertrain components feedback provides both a link between these three 
ECMS modules and align-ment with current powertrain conditions. On the other hand, the minimum 
search algorithm on ECMS cost function considers both engine dynamic response and vehicle 
dynamic constraints to guarantee consistent drivability. 

The presented strategy has been implemented as core hybrid strategy in the vehicle control 
unit of a production vehicle. This strategy has been proven lighter and more accurate in terms of 
candidates’ selection than conventional ECMS implementations, plus being fully real-time capable. 
The algorithm has been tested in different environments such as hardware- and driver-in-the-loop and, 
in all cases, it controlled the torque split in a smoother manner, respecting dynamic constraints, and 
reducing the num-ber of start/stop events, while providing charge sustaining operation and a near-
optimal fuel economy. 

1. Introduction
Since several decades ago, hybrid electric vehicles (HEV) have been one of the few alternatives to 
conventional engine-powered vehicles, and the natural step towards full electric powertrains [1]. More-
over, in the last years it has become a widely popular choice for both manufacturers and drivers [2] for 
a number of reasons: certain advantages in driving restrictions within populated areas thanks to their 
lower level of emissions [3], competitive price compared to electric vehicles due to the use of smaller 
batteries [4], and ride smoothness among many others. 

The combined use of batteries, motors and an internal combustion engine brings many ad-
vantages as those mentioned above, but it increases the powertrain complexity and the possibilities to 
operate the multiple powertrain components at different modes to achieve the torque requested by the 
driver. In order to manage engine and motors operation, HEVs require complex and sophisticated con-
trol systems that coordinate and dictate what each component must do during driving. HEVs can max-
imise engine efficiency by performing load shift (blend engine and motors torque to shift engine operat-
ing point to a better efficiency one), and plug-in HEVs (PHEV) can also enjoy better figures by 
alternating hybrid and pure electric operation. But these efficiency gains strongly depend on the 
adequate combi-nation of electrical and thermal blending since an ineffective control can even 
worsen efficiency and emissions figures of a traditional engine-only powertrain [5]. The set of 
algorithms and strategies that dictate how much each component shall contribute to total powertrain 
torque over time make up the energy management strategy of a HEV/PHEV. 

In general, there are two main types of energy strategies: rule-based, and model-based [6]. The 
first family rely on a complex set of empirical rules to dictate operating points, often based on experience 
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or intensive calibration effort. The second family makes use of simplified models of part of the powertrain 
to somewhat estimate the most beneficial operating point based on physics and first principles. There 
are some model-based strategies that make use of mathematical optimisation techniques as well, to 
exploit those models and find minimum-cost operating conditions [7]. Among these optimal control strat-
egies, one of the most common in HEV control is known as Equivalent Fuel Consumption Strategy 
(ECMS) [8], or in control theory terms, a realisation of Pontryagin Minimum Principle (PMP) [9]. 

ECMS benefits of a simple cost function definition and the condensation of lookahead infor-
mation into a single energy factor, to find the engine/motors blending that minimises fuel consumption 
on any driving cycle. These facts facilitate the implementation of ECMS as an on-board, on-line, real-
time capable, optimisation algorithm to control a hybrid powertrain [10]. 

However, ECMS has several weaknesses: flickering of solution [11] (especially in systems 
showing flat cost functions), lack of states beyond battery state of charge (SOC) [12], or absence of a 
formal method to estimate its co-state or energy factor [13]. Many studies in existing literature have 
addressed some of these issues, proposing adaptive strategies to estimate co-states [14], learning geo-
located driving behaviour [15], predicting conditions over a certain horizon [16], or addressing the energy 
management analytically [17]. But many times, the classic methodology limits the possibility to apply 
ECMS in a production-intent control software. 

This paper proposes a particular implementation of ECMS by applying its optimisation algorithm 
in three stages. The objective of this methodology is to provide a control structure capable of managing 
a real-world powertrain in a production software environment, satisfying certain requirements (such as 
drivability, ride comfort, durability, safe component operation, integration with other systems and inter-
ventions, ease of calibration) and, at the same time, basing the torque split in an optimisation algorithm 
that permits to operate the powertrain as efficiently as possible. 

2. Multi-stage ECMS strategy
The Equivalent Consumption Minimisation Strategy (ECMS) is a model-based control algorithm widely 
used in literature to solve the energy management problem of a hybrid electric vehicle (HEV) [8], or in 
other words, to decide the torque split between engine and electric motors. Since ECMS is a particular 
application of the Pontryagin Maximum Principle (PMP) [9], it guarantees that the resulting torque split 
is optimal from a fuel consumption point of view, as long as certain problem convexity requisites are met 
[18]. 

ECMS is based on a simplified powertrain model where engine and motors operate in a quasi-
steady fashion, and the only state of the system is the battery state of charge (SOC). ECMS defines the 
Hamiltonian cost function: 

𝐻 = 𝑃𝑓 + μ ⋅ 𝑃𝑏 (1) 

where 𝑃𝑓 is the chemical power of the fuel burnt by the engine during one calculation step, 𝑃𝑏 the internal 
power delivered by the battery chemicals during over the same calculation step, and μ a constant energy 
factor, generally known as co-state, which is equivalent to the Lagrangian multiplier found in PMP theory 
[19]. ECMS aims to minimise total fuel consumption over a driving mission by evaluating the Hamiltonian 
function at regular calculation steps, and finding the torque split that minimises it at each step: 

𝑢̂ = argmin
𝑢

{ 𝐻} = argmin
𝑢

{ 𝑃𝑓(𝑢) + μ ⋅ 𝑃𝑏(𝑢)} (2) 

In this paper, engine torque 𝑀𝑖𝑐𝑒 is chosen as the control variable 𝑢. Engine fuel consumption 
𝑚𝑓̇   is calculated by interpolating on a fuel consumption map 𝑚𝑓̇ (ω𝑖𝑐𝑒 , 𝑀𝑖𝑐𝑒). Similarly, total electrical
power consumption at the DC bus 𝑃𝑒 is estimated, first by calculating the total electrical torque needed 
to follow the driver demand 𝑀𝑑𝑟𝑣 including driveline losses, and then by adding motor and inverter power 
losses by interpolating on their corresponding losses map. Once the total electrical power is known, the 
internal battery power is calculated by solving an equivalent circuit consisting of an ideal battery and a 
resistor in series: 

𝑃𝑏 =
𝑉𝑜𝑐

2 − 𝑉𝑜𝑐√𝑉𝑜𝑐
2 − 4𝑅𝑃𝑒

2𝑅
(3) 

with 𝑅 the internal resistance of the battery, taking different values for charge and discharge currents, 
and 𝑉𝑜𝑐 the open circuit voltage of the battery. Both 𝑅 and 𝑉𝑜𝑐 are calculated as a function of SOC. 
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The co-state can be calculated in many ways, such as using a PI controller [20], with a prediction 
of future driving conditions [16], or by learning from past drives among others [15]. Theoretically, μ shall 
be a constant calibrated to a value that allows achieving the desired final SOC value, but due to the 
uncertainty about the driver requests to come, some form of closed loop controller is needed. Since 
there are several methods already analysed in literature and the μ algorithm is not part of the scope of 
this paper, for the sake of simplicity, a PI-based controller is used in this work. A more elaborated μ 
controller may produce a steady-state torque split slightly closer to optimum, but the presented method-
ology and its benefits are completely independent of the accuracy on the μ estimation. 

ECMS quasi-steady models are limited in the way they can represent powertrain and engine 
dynamics due to its mandatory simplifications. Typically, this leads to several issues such as flickering 
of optimal engine operating point or frequent and aggressive changes of torque [11], since transient 
cost, emissions increase, and discomfort are not considered in the algorithm. ECMS solution could be 
post-processed and filtered downstream as a workaround, but this would relegate ECMS to act as a 
supervisor with reduced authority and its optimality would vanish as its solutions gets manipulated. 

In order to avoid the above issues, this paper presents an alternative application of ECMS by 
using three ECMS optimisers in parallel. Spark-ignited engines show two well differentiated dynamics, 
controlled by different actuators [21]: dynamics of the airpath, mainly driven by the actuation of the 
throttle position, also called slow-path, and dynamics of the in-cylinder combustion, controlled by the 
ignition timing, also named the fast-path. While both paths show significantly different time constants, 
the two can be seen as quasi-steady processes at their own time scale. The last control path that re-
quires control is the pure electric configuration of the powertrain, i.e. when engine is shut down. While 
pure electric driving may not benefit of classic ECMS control due to the lack of additional degrees of 
freedom, ECMS does help to estimate the best sequence of hybrid (engine running) and electric (engine 
stopped) phases during a driving mission. Therefore, the three parallel ECMS optimisers are: 

• Throttle stage (slow-path): it operates on the slow dynamics of the engine. Controls the
throttle position and acts as a long-term, slow dynamics, optimiser. It sets the desired
steady state setpoints of the powertrain components.

• Ignition timing stage (fast-path): it works on the fast dynamics of the engine. Controls the
ignition timing and operates based on the current airpath conditions. It chooses the opti-
mum ignition retardation, including the possibility to go in fuel cut-off.

• Running mode stage: it evaluates an ECMS optimiser on the pure electric operation the
powertrain to decide the optimum running mode of the powertrain, i.e. engine running, or
engine stopped.

The presented multi-stage ECMS (MS-ECMS) strategy allows accounting for spark-ignited en-
gine dynamics as well as drivability and ride comfort, while still exploiting ECMS optimal characteristics. 
A descriptive diagram of the three stages is presented in figure 1. Further details on each of the three 
optimisation stages are given in the next section. 

Fig. 1. Diagram showing the layout of the MS-ECMS optimiser, with its three stages and interface with the engine
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All stages of ECMS optimisers, as described below, are constrained to operate within a space of feasible 
solutions, by respecting engine limits as communicated by the engine management system (EMS): 

𝑀𝑖𝑐𝑒 ≤ 𝑀𝑖𝑐𝑒 ≤ 𝑀𝑖𝑐𝑒 (4) 

motor limits published by inverters: 

𝑀𝑚 ≤ 𝑀𝑚 ≤ 𝑀𝑚 (5) 

battery limits calculated at the battery management system (BMS): 

𝑃𝑏 ≤ 𝑃𝑏 ≤ 𝑃𝑏 (6) 

and external interventions (such as a gear shift intervention), which generally apply as an additional 
EMS limitation. Solution candidates exceeding any of the above limits are rejected during the minimum 
search process. 

Driver demand is the total torque that the entire powertrain shall be generated at the wheels: 

𝑀𝑑𝑟𝑣 = 𝑀𝑖𝑐𝑒 ⋅ 𝑅𝑖𝑐𝑒 + ∑ 𝑀𝑚,𝑖
𝑖

⋅ 𝑅𝑚,𝑖 (7) 

where 𝑅𝑥 are total gear ratios of engine and motors to wheels. This paper differentiates two types of driver 
demand: raw driver demand, as calculated from the actual position of the accelerator pedal posi-tion, and filtered 
driver demand, calculated by applying several filters to the raw driver demand. The first serves as a setpoint for 
torque commands, while the second provides improved drivability levels to the vehicle due to smoother torque 
gradients. The filtered driver demand is also the actual torque that shall be generated at the wheels. 

3.1 Throttle stage 

This stage runs an ECMS optimiser to control the HEV torque split relative to the slow dynamics of the 
engine. The outcome is an engine torque which is later translated into an engine throttle position. The 
torques calculated by this ECMS stage are indeed the optimum torque split setpoint wished to be 
achieved once steady conditions are reached. The Hamiltonian function is evaluated by using the 
steady-state fuel consumption map of the engine, since this stage is driven by slow dynamics and tran-sient 
effects are negligible. The torque coordination uses the raw driver demand, so ECMS can com-pensate the 
slow dynamics of the engine by generating airpath pressure before the filtered driver de-mand raises. 

The ECMS algorithm is run twice at this stage. In the first run, named “global run” in this paper, 
the optimum solution of ECMS is allowed to lie anywhere between the minimum and the maximum 
steady-state torque capabilities of the engine. On the contrary, in the second run, named “local run”, 
optimum engine torque is constrained to be within a delta around the last engine torque request, as if it 
were a zoom-in around the current engine operating point. In practice, the local run acts as an engine 
torque filter within the ECMS optimiser. There are several reasons to have these two consecutive runs: 

1. The fickleness of the optimum engine torque is constrained to a maximum gradient.

2. The local run provides a form of filter for improved drivability.

3. In embedded applications, the local run can provide much finer discretisation of candidates
due to its limited range of solutions, bringing better accuracy to the solution.

4. In embedded applications, the computational effort and memory requirements can be re-
duced since a denser grid of candidates is only needed in the zoom-in provided by the local
run. The total amount of candidates can be greatly reduced.

The evaluation of these two ECMS and the calculation of the corresponding optimal solution 
requires following several steps. The proposed methodology, named “marble strategy” in this paper, 
resembles a marble moving towards the bottom of a concave surface. First, the global run is evaluated, 
and its optimal engine torque 𝑀̂𝑖𝑐𝑒 ,𝑔𝑙𝑏 is calculated as per Eq. (2). Then, for the local run, engine torque 
is constrained by Eq. (4) with the following limits: 

𝑀𝑖𝑐𝑒 = 𝑀𝑖𝑐𝑒 ,𝑖−1 − Δ (8)

3. Dynamics and drivability on the minimum search
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𝑀𝑖𝑐𝑒 = 𝑀𝑖𝑐𝑒,𝑖−1 + Δ (9) 

where 𝑀𝑖𝑐𝑒,𝑖−1 is the optimum engine torque from the previous calculation step, and Δ a maximum torque 
gradient that can be function of operating point, driver demand, and driving enthusiasm among others. 
Boundaries set in Eqs. (8) and (9) have been chosen for the sake of simplicity but, alternatively, complex 
filters for engine torque can be set instead, without changes on the presented algorithm. 

Once the Hamiltonian in Eq. (1) is evaluated for all local run candidates, the minimum cost is 
chosen according to its Hamiltonian value and its distance from the seed 𝑀𝑖𝑐𝑒,𝑖−1, pretty much like the 
distance that a marble can cover downhill depends on the distance from its starting point and how steep 
the slope is. Following this comparison, the ECMS solution can only move a maximum distance from 
the seed, which is given by the slope of the Hamiltonian and the equation of a constant acceleration 
motion: 

Δ𝑀 =  
1
2

𝑠𝑖𝑛 α ⋅ 𝑐𝑜𝑠 α ⋅ 𝑔 ⋅ 𝑇𝑠
2 (10) 

where α is the slope of the Hamiltonian between seed and the candidate, 𝑇𝑠 is the sample time, and 𝑔 
is the “gravity” applied to the Hamiltonian minimum search. The value of this gravity term will affect to 
how quickly EMCS solution reacts to small cost differences. Among all candidates that are reachable in 
one sample time 𝑇𝑠, i.e. that their distance to the seed is below the limit determined by Eq. (10), the one 
with the minimum Hamiltonian cost is chosen as optimum solution of the local run. This strategy limits 
the amount of play in the system and effectively filters out unnecessary flickering of optimal solution for 
marginal cost benefits, and at the same time it promotes engine torque reaching the optimum torque 
split after a certain number of calculation steps. 

There is a chance that the local run remains stuck around a local minimum, leaving the global 
and expectably better torque split solution out of its reach. In order to avoid this issue, it is possible to 
resort to the marble comparison once more. If the global run shows a candidate with a significantly lower 
Hamiltonian value, but this candidate is too far to stay within the range of the local run, the marble will 
need an external push to overcome the surrounding hills and roll down towards the lowest valley where 
the global optimum lies. To do this, the global run optimum needs to show a significant lower Hamiltonian 
value than that of the local run and to stay like that for a minimum time, otherwise a torque transient 
would be initiated for little to zero cost benefit. Eq. (10) can also be used to set a limit on how worth is 
to move to the global run optimum. The transition from local to global run optimum, if cost reduction is 
considered enough, is implemented with a similar rate transition to the limits in Eqs. (8) and (9). 

3.2 Ignition timing stage 

In this stage, the ECMS algorithm controls the fast dynamics of the HEV powertrain. The resulting opti-
mum torque split includes torque requests to inverters and an engine torque that is later converted to 
an ignition timing. This stage calculates the actual torques that are generated at the wheels. The engine 
contribution to it, is limited by the current conditions of the airpath: 

𝑀𝑖𝑐𝑒 = 𝑀𝑖𝑔𝑛,𝑟𝑒𝑡 (11) 

𝑀𝑖𝑐𝑒 = 𝑀𝑖𝑔𝑛,𝑜𝑝𝑡 (12) 

where 𝑀𝑖𝑔𝑛,𝑟𝑒𝑡 is the engine torque corresponding to the most retarded ignition allowed (limited by heat 
and combustion stability reasons), and 𝑀𝑖𝑔𝑛,𝑜𝑝𝑡 is the engine torque corresponding to the optimum igni-
tion timing (limited by knock). These are the engine limits if fuel is burnt, but there is also the option to 
not inject any fuel at all, which brings a fuel cut-off engine torque 𝑀𝑓𝑟𝑖𝑐. All these limits are dynamic since 
they are based on actual engine conditions and are a consequence of the throttle position chosen by 
ECMS in the throttle stage a few calculation steps before. 

This stage also considers the multiple torque interventions 𝑀𝑖𝑡𝑣,𝑖 that are requested by external 
systems, such as during gear shifts, stability interventions, traction control events, or a mandatory torque 
reserve. These interventions constrain the maximum engine torque at Eq. (12): 

𝑀𝑖𝑐𝑒 = 𝑚𝑖𝑛(𝑀𝑖𝑔𝑛,𝑜𝑝𝑡 , 𝑀𝑖𝑡𝑣,1, 𝑀𝑖𝑡𝑣,2, … , 𝑀𝑖𝑡𝑣,𝑖) (13) 

Since a different ignition timing only degrades combustion efficiency but does not change the 
amount of injected fuel [22], it is evident that, in Eq. (1), the 𝑃𝑓 term of the Hamiltonian will not change. 
However, the 𝑃𝑏 term will increase due to a lower torque produced by the engine that needs to be 
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compensated by an additional electrical contribution. It is trivial, then, that if engine burns fuel, the opti-
mum torque is the limit on Eq. (13). However, depending on the SOC level, it may be more beneficial to 
go in fuel cut-off than keeping the engine firing. 

Consequently, this ECMS stage evaluates only two candidates, 𝑀𝑖𝑐𝑒 and 𝑀𝑓𝑟𝑖𝑐, keeping the 
algorithm light. The fuel cost for the first is calculated with a fuel map interpolated at 𝑀𝑖𝑔𝑛,𝑜𝑝𝑡, while for 
the second the cost is zero. 

This ECMS stage uses the filtered driver demand. As this is the actual torque that shall be 
generated at the wheels, the resulting torque split becomes the torque request to both engine and in-
verters. 

3.3 Running mode stage 

The last stage is in charge of commanding engine start and stop. It evaluates the Hamiltonian function 
assuming pure electric operation, i.e. engine stopped, and compares its value to the optimum Hamilto-
nian from the slow-path/throttle stage ECMS. This comparison shows which engine running mode is 
optimum for the current driving conditions, but it may bring three issues: lack of memory of previous 
running mode requests, possible flickering of optimum mode, and lack of a cost associated to the en-
gine start process. 

For the first, this paper suggests constraining the running mode to be held for a minimum time 
𝑡ℎ𝑜𝑙𝑑   before allowing a mode change. This can effectively reduce the number of engine cranking 
events and still track the optimum start/stop pattern once the time is over. 

For the second, the proposal is to discard optimum mode changes that are held only for few 
samples. This avoids initiating an engine cranking or an engine stop procedure if the optimum mode is 
not stable or not significantly better than the current engine running mode. 

For the third, an additional cost can be added to the slow-path Hamiltonian value. The energy 
spent to crank an engine that requires an equivalent fuel 𝑚𝑓,𝑐𝑟𝑘 to do so is: 

𝐸𝑓,𝑐𝑟𝑘 = 𝑚𝑓,𝑐𝑟𝑘 ⋅ 𝐻𝑓 (14) 

where 𝐻𝑓 is the petrol heating value. Assuming that the engine shall be running for a minimum time of 
𝑡ℎ𝑜𝑙𝑑, the minimum Hamiltonian cost difference that shall exist between slow-path and pure electric to 
make cranking worth, is: 

𝑃𝑓,𝑐𝑟𝑘 =
𝐸𝑓,𝑐𝑟𝑘

𝑡ℎ𝑜𝑙𝑑

(15) 

Therefore, for optimum Hamiltonian costs of 𝐻𝑠𝑙𝑜𝑤 and 𝐻𝑒𝑣, the running mode change criteria are: 

{
𝐻𝑠𝑙𝑜𝑤 + 𝑃𝑓,𝑐𝑟𝑘 < 𝐻𝑒𝑣 ,     if ICE off
𝐻𝑒𝑣 < 𝐻𝑠𝑙𝑜𝑤 ,  if ICE on

(16) 

4. Results
The multi-stage ECMS (MS-ECMS) algorithm has been implemented on a prototype Vehicle Control 
Unit (VCU), as part of the energy management and torque structure of a production-intent control soft-
ware for a high-performance road-legal HEV. 

The results shown below are part of a test campaign performed on a driver-in-the-loop (DiL) 
simulator. The configuration of this DiL consists of a real-time machine running a dynamic powertrain 
model, representative engine and transmission control units, inverters and BMS, a detailed lateral dy-
namics vehicle model, and a prototype VCU running the presented MS-ECMS algorithm. As part of the 
test campaign, various drivers performed several hot laps at Calabogie Motorsports Park, as well as city 
driving with traffic on an urban environment. 

Overall, the driving perception feedback from the drivers was positive, highlighting the smooth-
ness of torque blending, the natural correlation between engine torque (and sound) and accelerator 
pedal position, and the ability to perform charge sustaining laps with little calibration, as show in figure 
2. A more disputed opinion was about commanded engine stops during a hot lap since the active driving
mode did not force engine to stay on. As it could be expected, MS-ECMS opted for stopping the engine
on the four longest braking zones of the track, as shown in figure 2. This helped to charge the battery a
bit more as engine friction was avoided and contributed to achieve charge sustaining over the lap.
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However, some drivers might not like engine stops during a hot lap, which can be sorted out by forcing 
Eq. (16) to always output engine on. 

Fig. 2. Calabogie hot lap SOC and speed trace with highlighted engine off sections. Speed scale removed for 
confidential reasons 

Fig. 3. Calabogie hot lap detail of an engine off event. Slow-path and pure electric operation Hamiltonian val-
ues are show for a comparison. Speed and cost scales removed for confidential reasons 

The mechanisms in Eq. (16) controlling the running mode can be clearly distinguished in figure 
3 where, at second 32, the pure electric Hamiltonian cost (bottom plot) becomes significantly cheaper 
than slow-path and, one second after (one second confirmation was set to filter out very short mode 
change requests), engine off is commanded. It is not until second 36.2 that slow-path Hamiltonian is the 
lowest and, therefore, engine is started again. 

The join operation of throttle and ignition timing optimisation stages (sections 3.1 and 3.2) can 
be appreciated at figure 4. First, driver releases the accelerator pedal as the vehicle approaches a mid-
speed corner. The raw driver demand drop that follows the pedal release produces a drop on the slow-
path (in blue) engine request, closing the throttle. Then, a few tenths after, as the air pressure drops, 
fast-path limits (in red, dashed line) fall progressively. Fast-path ECMS stage opted to stay at maximum 
efficiency by operating at optimum ignition timing, even mid-corner, thanks to the slow-path ECMS stage 
that closed the throttle beforehand permitting to operate efficiently with a low torque output. This is 
particularly good for emissions, since avoiding fuel cut-offs helps reducing catalyst oxygen accumulation 
[23]. A bit further in the manoeuvre, when the driver gets back on the pedal, the slow-path ECMS stage 
local filtering described in Eqs. (8-10) is clearly visible on the ramp that the slow-path torque follows. 
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The reader may observe that this filtering seems to not be present during the pedal release. This is 
because the raw driver request drop is too steep for the motors to compensate any positive torque that 
the engine may produce while following a smooth filtering. Since driver demand takes precedence over 
filtering, the engine torque drops to the closest feasible candidate. 

Fig. 4. Calabogie hot lap detail of a pedal release and tip-in, with slow (throttle) and fast (ignition timing) path 
optimum torques, and their limit values shown as dashed lines. Vertical scales removed for confidential reasons 

Fig. 5. Effect on total fuel consumption and number of engine start events of some calibratable parameters on 
a city driving cycle. From left to right: minimum time between engine mode changes, relative fuel cost assigned to 
the engine cranking procedure, maximum load shift percentage. Baseline calibration is in light colour. Positive fuel 

consumption increase means higher fuel consumption 

The flexibility of the MS-ECMS during the calibration process is a strong point. Several strategy 
calibrations have been studied to analyse the effect on both fuel efficiency and number of engine start 
events on a city driving cycle. The analysed parameters are: the minimum time between two engine 
running mode changes 𝑡ℎ𝑜𝑙𝑑 (section 3.3), the equivalent engine cranking fuel cost 𝑚𝑓,𝑐𝑟𝑘 shown in Eq. 
(14), and the maximum load shift (maximum engine torque relative to the driver demand). The ad-
vantage of MS-ECMS is that the strategy automatically re-adapts to these calibration changes without 
any need to retune other parameters, therefore facilitating the calibration process. Results in figure 5 
show some interesting trends. An increase in the minimum time between engine on/off events as well 
as the reduction of the load shift limit, both constrain the algorithm producing a higher fuel consumption. 
In terms of number of cranking events, results are not so homogeneous: the increase of the time be-
tween on/off commands effectively reduces the total amount of engine starts, however the modification 
of the load shift limit shows mixed results. The increase of the engine start cost produced a slight in-
crease on the fuel consumption but surprisingly it did not reduce the number of engine starts, which 
remained invariant. The reason is that in all 41 instances of an engine start, cranking the engine is much 
better than keeping it off according to the Hamiltonian value, beyond all tested values of engine start 
cost. The increase of engine start cost only delayed the engine cranking, reducing the amount of time 
taking advantage of engine running, thus producing a slight increase on fuel consumption. 
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Fig. 6. Benchmark of MS-ECMS fuel consumption and cranking events against other methods of optimal con-
trol in a hot lap around Calabogie. Results tagged as “model” correspond to fuel consumption estimated by the 

optimisation algorithm, whereas the others are estimated by the powertrain model. Positive fuel percentage 
means higher fuel consumption 

The presented MS-ECMS has been benchmarked against a classic ECMS [8] and Dynamic 
Programming (DP) [24] optimiser, to analyse its performance on a hot lap. Driver demand trace, gear 
number and vehicle speed have been extracted from the DiL test and have been used to define the 
optimisation problem for these two. DP and ECMS employed the same powertrain control model that 
MS-ECMS uses to keep test homogeneity. Given that these two optimisation methods do not consider 
the multiple simultaneous control paths that the MS-ECMS does, optimal solutions from ECMS and DP 
are a single torque command. This torque has been used as a target for the throttle position (equivalent 
to the command from MS-ECMS throttle stage in section 3.1). An additional controller for the ignition 
timing has also been placed downstream. 

As revealed by figure 6, DP shows a 5% advantage in total fuel consumption according to the 
model used inside the optimiser (tagged as “model” in the figure). However, when ignition timing was 
also considered on the complete powertrain, DP shows a slightly worse fuel efficiency compared to MS-
ECMS of about 1.5%, likely to be due to the lack of connection between DP optimiser and the fast-path 
of the powertrain. In addition to this, DP increased the number of cranking events of MS-ECMS by a 
factor of 8, which would expectedly worsen fuel consumption and emissions. Note that DP is an off-line 
algorithm that requires full knowledge of the driving mission beforehand [25] and, even though it is a 
valuable benchmark tool, its results cannot be translated to a real-time controller. Regarding classic 
ECMS, results in figure 6 shows that fuel consumption was worse than MS-ECMS in all situations, from 
about a 2% according to the optimisation model, to almost 9% increase in the complete powertrain 
model. The number of cranking events remains close to that of DP, far from the just 4 engine starts 
commanded by MS-ECMS during a hot lap. 

5. Conclusions
The presented multi-stage ECMS (MS-ECMS) methodology proved to be able to control a HEV power-
train considering the different dynamics of the engine from an optimal perspective with success. It 
showed better fuel consumption figures and reduced number of engine start events than other methods 
such as the classic ECMS approach (MS-ECMS shows 9% lower fuel consumption and 8 times less 
engine starts) and a global off-line optimisation method like DP (MS-ECMS shows 1.5% lower fuel con-
sumption and again 8 times less engine starts). This can be explained due to multiple cost function 
evaluations of MS-ECMS that look at different engine dynamics, embedding at a greater level with the 
engine controller, whereas classic ECMS and DP both work at a supervisory level. 

MS-ECMS demonstrated to include drivability related constraints, such as torque filtering, with 
ease within the optimisation algorithm. These constraints provide stability of optimum torque split gen-
eration, a progressive and smooth torque command, and a torque split that correlates in a more natural 
manner with the accelerator pedal position. This contributes to improved ride comfort. 

On the performed DiL test campaign, drivers valued the consistent performance of the vehicle, 
the predictable torque split and the capability to keep a charge sustaining balance during hot laps. 
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Several calibration parameters related to drivability and efficiency metrics were modified as part 
of a sweep analysis. MS-ECMS revealed to be easy to calibrate, as the modification of these calibrations 
did not impact on the optimality and stability of the control, since the strategy automatically adapts to a 
different calibration set. 

The evaluation of the MS-ECMS impact on emissions is an interesting area to work in as a 
future step. Also, the integration of a pollutant emissions cost into the Hamiltonian function may bring 
additional benefits to the control of a HEV powertrain, in preparation for more stringent emissions regu-
lations. 
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Abstract 
Likewise in the automotive field, off-road applications can benefit from powertrain hybridization to 

improve fuel consumption and/or machinery performance. Nevertheless, Non-Road Mobile Machineries 
(NRMMs) feature additional challenges such as the absence of common test cycles and the difficulty of 
setting up repeatable and accurate test procedures when a particular application is considered. This 
aspect significantly increases the complexity of the design of the Energy Management System (EMS). 

In this context, Reinforcement Learning (RL) control techniques may have a huge potential thanks to 
their capability to self-learning the optimal control trajectory through a direct interaction with the 
environment. 

Therefore, the present work assesses the performance of an EMS exploiting a Deep Q-Learning 
(DQL) agent and optimized for a parallel hybrid powertrain integrated in a skid steer loader (SSL). 
Initially, representative duty cycles were derived from the analysis of a wide set of experimental data 
measured in real-world operating conditions. Then a digital twin of the skid steer loader powertrain was 
used to train the DQL for the fuel consumption minimization. The performance of the proposed 
powertrain control strategy was finally benchmarked against the optimal solution provided by a Dynamic 
Programming (DP) optimization considering different mission profiles. The results of this comparison 
showed good robustness and a limited gap with respect to the DP reference across various mission 
profiles. 

1. Introduction
In the last decades, the automotive industry proved the benefits of powertrain electrification and 

fostered its adoption in other fields such as Non-Road Mobile Machinery (NRMM). Nevertheless, in this 
sector, the impact of the hybridization may be significantly different according to the wide range of 
specific application. Among them, the construction industry may represent an early adopter as 
demonstrated by the increasing number of feasibility studies and prototypes. Commercially, Komatsu 
was the first to introduce a hybrid excavator, showing more than 25% fuel consumption gain alongside 
an overall performance improvement [1]. A key feature contributing to this significant enhancement is 
the electrification of the swing. By employing an Electric Motor (EM) rotation, the excavator can recover 
a significant portion of the inertial energy, while also offering precise control and responsiveness. In the 
construction industry, loaders and telehandlers could also represent promising applications for 
powertrain hybridization as demonstrated by the John Deere 644K Hybrid [2] or by the Dieci Mini Agri 
Hybrid Boost System [3]. Focusing on compact loaders, currently, only two examples of fully electric 
Skid Steer Loaders (SSLs) produced by Bobcat, i.e. the T7X and S7X, can be found in the market [4]. 
These versions entirely rely on electric power without any hydraulic systems for lifting tasks. 
Despite this interest in hybrid NRMM, wider powertrain electrification of the off-road sector has to face 
some unique challenges. One of the most evident is the design of a hybrid architecture optimized for a 
high number of possible applications. Furthermore, at the beginning of the design process, it is 
necessary to clearly identify the additional loads beyond the traction (e.g. external hydraulic ancillaries), 
and a meaningful set of mission profiles. This second aspect is particularly relevant as it provides great 
opportunities to improve efficiency and performance. As a matter of fact, the power requirements of a 
specific vehicle task do not only depend on the application, but it can also be strongly affected by 
external conditions such as terrain, handled material, and driver behaviour. Thus, the definition of the 
duty cycle has great importance. Historically, there were no compelling reasons for a deep analysis of 
the mission profile since the engine selection was primarily dictated by the maximum torque request and 
by the packaging. However, with the advent of powertrain hybridization, the frequency and magnitude 
of the power peaks can significantly affect the size of the reversible Energy Storage System (ESS) and 
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of the electric motor. Ultimately, the knowledge of the duty cycle is fundamental to develop a robust 
Energy Management Strategy (EMS). 

Despite these challenges could restrain the widespread adoption of hybrid NRMMs, currently, the 
academic research is trying to tackle them from multiple perspectives such as the development of 
different architecture investigations [1], the analysis of innovative energy management strategies [5] and 
the design of specific components [6]. Concerning loaders, Fei et al. [7] summarized the energy savings 
potential of loaders, comparing both hydraulic and electric hybrids. In [8] Wang et al. analyzed the 
benefits of using a hydraulic accumulator to store energy and improve the overall fuel consumption. The 
same authors proposed in [9] the possibility of an electro-accumulator, which could achieve higher 
energy density of the storage and more freedom in the control strategy obtaining better fuel consumption 
and vehicle performance. Another interesting case study analyzed is the telehandler. In [10] an electro-
hydraulic system was developed to enable an energy recovery through an EM coupled with a reversible 
pump and integrated within the hydraulic circuit of the powertrain. The developed system was able to 
recuperate up to 70% of the potential energy. A similar application was analyzed in [11] where a 
hydrogen ICE was hybridized. The work also addressed the definition of the duty cycle, by measuring 
power at different points of the transmission in order to separate the contribution of the traction and of 
working hydraulics. The study proved that the hybridization could reduce the engine-out NOx emissions 
and H2 fuel consumption. In the case of Skid Steer Loaders, a significant contribution was provided by 
[12] where a numerical model was exploited to identify the most promising hybrid configurations.
Furthermore, the division between lifting and traction indicated the importance of understanding and
optimizing the energy flows associated with each task. The fuel consumption results showed significant
variations ranging from 10% up to 30% reduction according to the different architectures.
Moving to the EMS, even if certain studies have addressed its design for hybrid NRMM applications [5],
the automotive literature delves into the topic more comprehensively, as shown by the review [13] which
analyzed over 250 EMS-related publications. Among the possible approaches, Rule-Based (RB)
strategies are the most common. They rely on simplified rules the main parameters of which are
empirically calibrated and stored in look-up tables. This aspect makes them easily implementable online,
but they could frequently lack of robustness. On the contrary, the optimal solution could be found by
exploiting Dynamic Programming (DP) [14], a global optimization algorithm which ensures the optimality,
but it requires the a-priori knowledge of the complete duty cycle. Valid alternatives are local optimization
methodologies such as the Equivalent Consumption Minimization Strategy (ECMS) [15] or Pontryagin’s
Minimum Principle (PMP) [16],and the Model Predictive Control (MPC) [17], which optimizes the power
split over a short time horizon employing a simplified model of the powertrain.
More recently, Machine Learning (ML) techniques gained consensus in the automotive sector [13].
Among them, Reinforcement Learning algorithms seem to be one of the most promising solutions for
planning and optimization tasks, since they can self-learn the optimal control solution through the
experience directly interacting with the environment (vehicle, vehicle model, duty cycle). On the other
side, during the learning phase, various parameters have to be calibrated making the training process
quite tricky and time demanding. Moreover, the identification of the performance index, i.e. the RL
reward, is a significant aspect and can highly influence the results. In a previous paper of the authors
[18], potential agents and rewards suitable for the EMS design were extensively discussed. Among the
various possibilities, Deep Q-Learning stands out for its simplicity and at the same time for its adaptability
for EMS applications. For instance, DQL was employed for a series of HEV, with a reward structure
designed towards fuel and electric energy costs in [19]. Another example is reported in [20] where a
parallel hybrid electric bus demonstrated a 5.6% reduction in fuel consumption, by continuously
penalizing the fuel consumption and the battery State of Charge (SoC) deviation.
In this context, the current work seeks to demonstrate, through numerical simulation, the fuel economy
potential of a hybrid SSL and the feasibility of an Energy Management System based on an RL
algorithm. An experimental campaign performed on a prototype of the vehicle allowed the definition of
meaningful duty cycles for the training and the testing of the selected RL agent. A DQL agent was
selected for this application and integrated into a virtual test rig of the hybrid powertrain for a Skid Steer
Loader. The training process was targeted to the minimization of the fuel consumption and to the
achievement of battery charge sustainability. The potential of the proposed hybrid architecture was
assessed with respect to the performance of a conventional vehicle engine and benchmarked against
the global optimum provided by Dynamic Programming.
The paper is structured as follows: the test case is presented in Section 2.1, while a discussion about
the experimental campaign is performed in Section 2.2. Afterwards, the attention turns to the design of
the energy management system (Section 3) and to the analysis of the results of the different working
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scenarios (Section 4). Finally, the paper summarizes the main findings of the research activity and 
describes its future developments (Section 5). 

2. Case Study

2.1 Skid Steer Loader 

A skid steer loader is a compact off-road machine primarily designed for the movement of 
material from one location to another, by pushing or gathering it into a bucket. Additionally, it is capable 
of grading or basement digging, and the number of working tasks can further increase with different 
attachments. Its main feature is the differential steering, which allows performing all operations in tight 
spaces through independent traction for the left and right tracks. 
A simplified conventional powertrain of a skid steer is represented in Figure 1.a on the left. The 
propulsion is provided by two hydraulic motors. Each of them is connected to a variable displacement 
pump and, in turn, to a diesel Internal Combustion Engine (ICE). A third pump provides lifting power to 
the arm of the vehicle. As it can be observed from Table 1, where the main features of the vehicle and 
powertrain are reported, for a conventional architecture the displacement of ICE is relatively high 
because of the high low-end torque requirements of the operations performed by this type of machinery. 
The conventional powertrain considered is a 3.4 L - 80 kW diesel engine equipped with a Selective 
Catalytic Reduction (SCR) to be compliant with the Stage V NOx emission limits. It is noteworthy that 
many skid steer manufactures have chosen to limit the engine power to 55 kW to meet Stage V 
regulations, rather than implementing an SCR. Consequently, the proposed hybrid powertrain provides 
comparable power to a larger diesel engine avoiding complex aftertreatment systems. The hybrid 
powertrain integrates a 2.5 L - 55 kW diesel engine with a 48 V system comprising a peak 20 kW electric 
motor and an 8 kWh battery. The apparent oversizing of the 8 kWh battery was selected to provide 
margin for ancillary’s electrification which at the present state was not considered. Moreover, the 
substantial battery capacity ensures greater durability by reducing the depth of discharge, thereby 
reducing aging effects. 

(a) (b) 
Figure 1: (a): Simplified Conventional Powertrain for a Skid Steer Loader. (b): Hybrid Powertrain 

under analysis.

Conventional Hybrid P1 
Lifting Capacity [kg] 1000 – 1650 1000 – 1650 
Approximate Weight [kg] 5700 5700 
Diesel Engine Displacement [cm3] 3400 2500 
Maximum Torque [Nm] 470 450 
Maximum Power [kW] 80 (w SCR) 55 (+20 el.) 
Nominal Working Speed [RPM] 2300 2300 
Electric Motor Nominal/Peak Power [kW] - 16/20 
Battery Energy Capacity [kWh] - 8 
Battery Maximum Power [kW] 21 

Table 1 Conventional and Hybrid Specifications of the SSL under analysis 
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As already discussed in the paper introduction, in the hybridization of any NRMM, the optimal topology 
depends on the vehicle usage. In an SSL, the implementation of the electric traction could be a promising 
solution since it allows decoupling the speed of the hydraulic pump from the engine operating conditions 
which, in turn, can be chosen to maximize the efficiency. Furthermore, the use of an electro-hydraulic 
system for the lifting of the arm could also be beneficial thanks to a partial recovery of energy used for 
the lifting. 
However, the simultaneous use of the electric traction and of the electrohydraulic system may not be 
convenient from the economic perspective. As a matter of fact, an EM featuring high torque density 
would be necessary to move the vehicle in challenging terrains, while the concurrent use of an electro-
hydraulic system requires the implementation of reversible hydraulic components or the increase of the 
circuit complexity. Therefore, in this study, the use of a parallel architecture (see Figure 1b), designed 
as a drop-in solution, may represent a cost-effective approach to enable the benefit of the hybridization 
on a skid steer loader. Indeed, it also allows the engine downsizing which can be beneficial in particular 
at high speeds and low loads. At the same time, the high torque levels requested at low speeds can be 
preserved through the combined use of the ICE and of the electric motor. Furthermore, this initial 
hybridization can improve fuel economy through features like start and stop and the electrification of 
auxiliaries such as cooling fan or air conditioning systems. The main technical specifications of the 
considered hybrid SSL are reported in the third column in Table 1. 

2.2 Mission Profiles 

As previously discussed, since the definition of a standard duty cycle is almost impossible, for the 
following analysis four different mission profiles were considered. The data were collected during an 
experimental campaign performed on an SSL prototype featuring the powertrain configurations depicted 
in Table 1. The first two duty cycles, in particular, were recorded on the conventional SSL while the 
others were measured on the vehicle equipped with the parallel hybrid powertrain. The engine operating 
variables such as speed and torque were derived from the ECU, while the electrical power was extracted 
from the Hybrid Control Unit. A unique aspect of hydraulic transmission is the request for a fixed engine 
speed to ensure a sufficient oil flow in all the operating conditions. The "Operating Speed" reported in 
Table 1 was derived from the experimental data which shows minor variations across the different duty 
cycles. The torque provided by the electric motor was estimated by combining electrical power and 
efficiency maps provided by the component supplier. 

The experimental test focused on evaluating the SSL performance on four different working scenarios 
(see Table 2 and Figure 3). The first two involve the execution of a Y Cycle depicted in Figure 2, which 
is a typical SSL sequence of operations composed of the following phases: 

1. Moving and boosting into a pile of material.
2. Reverse travel.
3. Steering and driving towards a truck.
4. Lift and dump the material into the truck.
5. Reverse driving and arm lowering.

Figure 2 Schematic representation of the loading Y cycle
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The Y-Low-Load Cycle is representative of the normal vehicle operations, and it was directly measured 
on the vehicle without any data post-processing. The Y-High-Load, on the contrary, features a 
significantly higher power request (see Table 2 and Figure 3) and it was created by combining the data 
obtained from separate measurements of the phases of a highly demanding Y-Cycle. In The Field-
Tracking the Skid Steer performs a loop on an off-road track including an 18° degrees ramp. Finally, the
Basement-Dig is an operation that involves the complete tilting of the SSL bucket towards the ground 
and then the use of traction to dig into the terrain to create a pit. Due to the strong influence of variables 
involving the resistance of the terrain, the periodicity of this duty cycle is less evident. 

Y Low Load Y High Load Field 
Tracking 

Basement 
Dig 

Powertrain employed during testing Conventional 
ICE 55 kW 

Conventional 
ICE 55 kW 

Hybrid 55 kW 
ICE + 20 kW 

Electric 

Hybrid 55 kW 
ICE + 20 kW 

Electric 
Average Load (with ref. to 55 kW) 69 % 84 % 74 % 82 % 
Normalized Peak Torque [-] 1 0.99 1.39 1.42 
Operating Speed [RPM] 2400 2400 2000 2000 
Duration [seconds] 220 1800 3860 1970 

Table 2 Summary of Duty Cycles with some key parameters 

Figure 3 Experimental Duty Cycles 

3.1 Energy Management System 
The integration of a new energy source, i.e. the chemical battery, requires the definition of an Energy 
Management System (EMS) to split the power requests among the available actuators. 
This is a typical optimal control problem whose objective is usually the minimization of the engine fuel 
consumption over a given mission profile. Alongside, the energy management must obey a set of local 
and global constraints such as physical limitations on the powertrain components and boundaries on 
the battery State of Charge respectively. These problems can be addressed through several methods 
which can differ in optimality and implementability. 
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In this work, Dynamic Programming (DP) was used as a benchmark to assess the potential of a 
Reinforcement Learning (RL) control technique. DP is based on the Bellman Optimality principle [14] 
which decomposes the decisional problem into a finite set of tail subproblems. The combined optimal 
solution of these subproblems provides the global optimal solution, but, since it requires the a-priori 
knowledge of the mission profile, is not implementable in a real Electronic Control Unit (ECU). 

On the other side, recently, RL is raising as a promising solution for the EMS control problem. Alongside 
its real-time implementation, it is able to self-learn the optimal solution by directly interacting with the 
environment. The learning process is commonly referred to as the training phase. Figure 4 illustrates 
the working principle of RL training. At each time step, an agent selects an action A, based on the 
previous state of the environment S, and based on the reward r. The relationship between the states, 
the rewards, and the action to be taken, usually is called the policy 𝜋. During the training phase, any RL 
algorithm seeks to identify the optimal policy, 𝜋∗ which maximizes the return 𝑔𝑡, defined as a weighted 
sum of the temporal reward: 

𝑔𝑡 = ∑ γ𝑘𝑟𝑡+𝑘+1

𝑖𝑛𝑓

𝑘=0

 1 

where γ ∈ [0,1) is the discount factor, a parameter that determines the relative weights of future and 
current rewards [21]. When the discount factor, γ, is low, the present rewards have higher importance 
in the evaluation of the return.  

Figure 4 Schematic Representation of the RL Working Principle [18] 

In the scientific literature, various types of agents have been presented. Among these, Q-Learning (QL) 
stands out as one of the most commonly employed thanks to its reduced complexity which makes it an 
ideal choice for a preliminary assessment of the Reinforcement Learning (RL) potential. The Q-value 
function represents a refined estimate of the expected future reward obtained by taking action A in state 
S and following a target policy from that point on. QL is a model-free agent, therefore it does not require 
the integration of any models of the environment. It is also value-based, meaning that the agent learns 
the Q-value function from any given state. Moreover, QL employs Temporal Difference (TD) learning 
[22], combining elements of both Monte Carlo (MC) methods [23] and DP. It should be noted that, like 
MC methods, TD can learn by directly interacting with the environment, without a model of the 
environment’s dynamics while, similarly to the DP, TD employs a “bootstrapping” approach, i.e., it 
estimates the Q-value function based on estimates of successor state-action pairs. 

The Q-value functions can be approximated through tables or Neural Networks (NNs). In the latter case, 
the agent is referred to as Deep Q-Learning (DQL) and, during the training process, two different NNs 
are used to enhance stability. The first one is called behavior Q-value function which generates the 
transition {S, A, r, S’}. The second one, called target Q-value function is updated with a customized 
frequency, and used by the trained agent. In order to explore the whole environment, during the training 
random actions must be taken to discover new state-action pairs that could lead to an improvement of 
the policy. A common exploration strategy is the ε-greedy [21] in which the action is randomly generated 
with a probability of ε, while in the other cases (with a probability of 1- ε) the action will be chosen to 
maximize the Q-value function. The value of ε is therefore commonly higher at the start of the training 
since, as the agent has limited experience with the system, and will be decreased over various episodes, 
to exploit the acquired knowledge.  
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As previously mentioned, during the training process, the RL algorithm updates the NNs parameters. 
Based on a taken action A, the agent collects a reward r, a new state S’, and this information, related to 
a specific transition, is called experience. Technically, NNs parameters could be updated after each 
experience. However, to improve efficiency, the DQL relies on an off-policy approach where the 
experiences are collected in an experience buffer and in a subsequent moment, the parameters are 
updated using a random sampling of the experiences from the experience buffer. 

3.2 Application to the Case Study 
In this this study a Deep Q-learning agent was selected. It operates with the following states: 

• Torque request to the powertrain.
• Engine speed.
• Battery State of Charge (SoC).
• Percentage of worked time, defined as the ratio between current time and duration. The

percentage of worked time is necessary for maintaining charge sustainability. As the
mission nears completion, the agent should aim to keep the battery level close to the
target.

The action provided by the agent was the Engine Load, thereby the ratio between the actual ICE torque 
and the maximum value for the given engine rotational speed. Finally, since the Skid Steer Loader has 
to maximize both efficiency and productivity, the same reward defined in [18] was adopted. It is 
composed of two contributions: the instantaneous fuel consumption of the engine and a penalty 
considering the deviation between the initial and the final SOC.  

𝑟 = 𝑘1 − 𝑘2𝑚𝑓̇ Δ𝑡 − 𝑘3(𝑆𝑜𝐶 − 𝑆𝑜𝐶𝑡𝑟𝑔)
2 2 

Here 𝑘1 serves as a null offset to make the reward positive. Meanwhile 𝑘2 , 𝑘3  are used to balance the 
trade-off between fuel savings and SoC deviation. The SoC deviation is penalized in aiming to maintain 
charge sustainability during the duty cycle. 

4. Simulation Results
This section presents the main findings of the research activities. The results of the training process will 
be presented first, while in the second part of the paragraph, the performance of the trained deep-Q 
learning algorithm will be benchmarked against the DP reference. 

4.1 DQN Training 

The DQL agent was trained on the Y-Low-Load-Cycle since it is representative of the average SSL 
operations. Figure 5 shows the averaged cumulative reward and the initial Q-value Q0 which represent 
the sum of the rewards over one episode and the estimation for the expected reward at the beginning 
of each episode respectively. Typically, to consider the training acceptable, it is expected that both 
values reach a maintained stable value after a certain number of episodes, as it happens in this case. 

Figure 5: Training performance, average reward (blue) and Q-value (green). 
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In Figures 6 and 7, the behavior of the DQL agent can be observed in terms of SOC profile and torque 
split. The lower usage of the electric contribution in the DP optimal solution is evident with respect to the 
DQL agent. A peculiarity of the latter is the use of a limited number of actions, despite a wide range of 
candidates being available. This is evident from Figure 7a, where it is possible to observe how the ICE 
mainly switches between three main torque levels. This behavior of the agent may be intrinsic to the 
DQL framework, and it was already observed in a previous work of the authors [18]. Extensive testing 
with multiple action space grids and various neural network parameters yielded the same behavior. 
Nevertheless, this initial performance was considered satisfatory as a crucial intermediate step in the 
development of the framework and in evaluating the potential of reinforcement learning. On the contrary, 
the DP (Figure 7b) exploits the engine to cover most of the duty cycle while the electric motor provides 
assistance during highly demanding phases or to recharge the battery when the power request is low. 

Figure 6: SoC profile during training compared against global optimum provided by the DP. 

(a) (b) 
Figure 7: Torque split on the Y Low Load Cycle.  

On the left RL behavior, on the right the global optimum provided by DP. 

4.1 Performance Assessment 

The performance of the DQL agent was then assessed on the mission profiles not included in the 
training process. Figure 8 illustrates the SOC trajectory for the High Load Y cycle and it confirm the 
considerations made in the analyses of the training results. The DQL agent was able to achieve a final 
SOC quite close to the DP reference even if it showed a more oscillating behavior. During the whole 
mission profile, the RL tends to charge and discharge the battery according to the instantaneous power 
request since, differently from the DP, it has no a-priori knowledge of future operating conditions. 
Furthermore, the SOC swing indicates a higher exploitation of the electric components as it could be 
clearly identified in Figure 9, where the torque split is depicted. The RL control laws match quite well the 
DP reference, but the torque provided by the electric motor is significantly higher for the DQL Energy 
Management System. Such behavior also affects the time distribution of the engine operating points 
depicted in Figure 10. As a matter of fact, the Reinforcement Learning, keeps the ICE working at higher 
loads in comparison with the DP. Higher load operations seem to be quite efficient because the 
downsized engine presents the maximum efficiency close to the maximum torque value. Moreover, by 
contrasting the time allocation of the hybrid unit with that of the conventional unit (as depicted in Figure 
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10c), it is evident that less time is expended in regions of lower efficiency. This outcome can be directly 
attributed to the downsizing effect. 

Figure 8 Comparison of SoC profile testing on Y High Load cycle 
 against global optimum provided by the DP. 

(a) (b) 
Figure 9: Torque split on the Y High Load Cycle.  

On the left RL behavior (a), on the right the global optimum provided by DP (b). 

(a) (b) (c) 

Figure 10: Time distribution of the engine operating points, on the Y High Load Cycle (a). 
On the left RL distribution, on the right DP distribution (b). Conventional powertrain (c)  

Analogous considerations could be applied to the final two duty cycles, which for the sake of 
conciseness are not included here. Nevertheless, it is worth to point out a peculiar behavior of dynamic 
programming in the early phases of the Field Tracking duty cycle (see Figure 11). During this period, 
the load of the powertrain is quite low since the SSL is simply moving towards the working field. The 
DP, therefore, thanks to its knowledge of the future driving conditions, performs a load point moving 
strategy in order to increase the engine efficiency and the energy stored in the battery. This reservoir is 
then exploited in the subsequent working phases saving a significant amount of fuel. The DQL, on the 
contrary, shows a limited SOC swing since it optimizes the powersplit based on the actual driving 
conditions. 
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Figure 11: SoC profile during testing on Field Tracking cycle compared against global optimum 
provided by the DP. 

From the fuel economy perspective, the performance of the DQL control algorithm is quite 
satisfactory. As previously mentioned, the 80 kW conventional powertrain was considered as a 
reference to perform a fair comparison, since in terms of performance and machine productivity the 
conventional 55 kW powertrain is outperformed by the hybrid one. The comparison reported in Figure 
12 highlights an improvement with respect to the conventional powertrain up to 4% and a limited gap 
with respect to the DP benchmark (about 3-5%).  The maximum reduction is achieved on the Y-cycles, 
and it is mainly produced by the engine downsizing. On the contrary, this effect is less evident on the 
last two mission profiles because of their higher load requirements. Indeed, this can be observed better 
in Figure 12b, which shows the brake specific fuel consumption relative to the provided mechanical 
power. On the Basement-Dig, in particular, the DP shows minimal potential, and RL is unable to enhance 
fuel economy with respect to conventional ICE even if the average load of this duty is quite close to the 
Y-High-Load-Cycle (see Table 2). This discrepancy can be motivated by the frequent peaks of the
requested power which exceed the maximum torque of the ICE and require the support of the electric
machine. Therefore, the efficiency drop produced by the double energy conversion of the series
architecture could not be counterbalanced by the optimization of the engine operating point. Such a
behavior is rarely present on the Y-High-Load-Cycle where the peaks of the load are always below the
maximum ICE torque.

(a) (b) 

Figure 12 Fuel consumption assessment for the different duty cycles (a). Specific fuel consumption 
for the different duty cycles (b) 

5 Conclusions and Further Developments 
In the present work, a Reinforcement Learning control algorithm was exploited to design the Energy 
Management System of a hybrid electric Skid Steer Loader. A Deep Q-Learning agent was trained and 
tested over relevant mission profile experimentally measured on a prototype of the considered vehicle. 
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The fuel economy of the hybrid SSL featuring the proposed control strategy was benchmarked against 
the performance of a conventional vehicle achieving a maximum improvement of 4%. Meeting the 
demands of critical duty cycles opens up promising opportunities for further fuel consumption reductions 
in mixed conditions. As a matter of fact, an average working day could feature long idling and lower 
loads during which the hybridization could be very beneficial. Indeed, fuel consumption can be improved 
since more intelligent control strategies could be implemented for start-stop operations and idling, as 
well as the electrification of the auxiliary systems like air conditioning and cooling fans. These additional 
capabilities will be examined in future phases of this research project.  
The DQL is also able to mimic the control law of the dynamic programming with a limited gap in terms 
of average fuel consumption (+3-5%). However, a discrete behavior of the agent is observed during the 
training and testing phases, and it suggests the necessity of exploring a more responsive agent such as 
a Soft Actor Critic (SAC) in order to close the gap with the DP control law. Additional benefits could be 
also obtained including additional contribution in the RL reward, such as the minimization of the NOx 
Emissions which are critical for the compliance of the Stage V regulation.  
Further analyses on the experimental data will be also performed to separate the contribution of traction 
power from the working hydraulics and to enable a refinement of the powertrain component design and 
the performance assessment of additional hybrid architectures. 
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Abstract. 

Methanol and ethanol are a promising alternative to fossil fuels for the decarbonization of the off-road 
and transportation sectors. Although methanol and ethanol are typically seen as fuels for spark ignition 
engines, mixing-controlled compression ignition combustion is typically preferred in most off-road and 
medium-and heavy-duty applications due to its high reliability, durability and efficiency. Among the var-
ious challenges to be addressed to implement ethanol/methanol combustion in mixing-controlled com-
pression ignition engines, the primary hurdle is the low ignitability of the fuel. Blending reactive ignition 
improvers, such as 2-ethylhexyl nitrate, has demonstrated to achieve stable and efficient mixing-con-
trolled compression ignition operation without major engine modification. However, the presence of the 
nitrate group in 2-ethylhexyl nitrate adversely affects the NOx emission characteristics. Conversely, 
ether-based molecules show significant potential as ignition improvers due to their high reactivity, and 
they can be directly produced from renewable sources. To assess the effectiveness of ether-based 
ignition improvers to enhance the reactivity of methanol and ethanol, experiments were performed in a 
single-cylinder medium-duty research engine and chemical kinetic simulations were performed using 
ANSYS CHEMKIN-PRO; and results were compared against previous data obtained with 2-ethylhexyl 
nitrate. Large amounts of dimethyl ether, diethyl ether and diethylene glycol diethyl ether were required 
to achieve a similar level of ignitability as demonstrated by 2-ethylhexyl nitrate because ethers predom-
inantly yielded methyl, ethyl and atomic hydrogen radicals, whereas 2-ethylhexyl nitrate generated the 
more-reactive OH. Moreover, ethers formed radicals late during the ignition delay time whereas 2-
ethylhexyl nitrate decomposed rapidly, thereby limiting the effect of ethers on methanol/ethanol reactiv-
ity. Results suggested that it may be more advantageous to introduce ether-based ignition improvers 
separately into the cylinder in a dual-fuel (m)ethanol/ether combustion strategy, which has been also 
explored in this study. Compression-ignition of port-injected ethers led to high-reactivity in-cylinder con-
ditions to enable ignition of direct-injected methanol/ethanol, providing a viable approach for metha-
nol/ethanol mixing-controlled compression ignition combustion. 

Notation 
aTDC After top dead center 
CA50 Crank angle of 50% burn point 
CAD Crank angle degrees 
CFD Computational fluid dynamics 
CN Cetane number  
CO Carbon monoxide 
COV Coefficient of variation 
DEE Diethyl ether 
DGE Diethylene glycol diethyl ether 
dhole Injector orifice diameter 
DME Dimethyl ether 
DOE Duration of energizing 
E85 Fuel with 51%vol to 83%vol ethanol content 
EGR Exhaust gas recirculation 
EHN 2-ethylhexyl nitrate
FID Flame ionization detector 
Gge Gasoline gallon equivalent 
HCCI Homogeneous charge compression ignition 
HRR Heat release rate 
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HTHR High temperature heat release 
ICE Internal combustion engine 
IMEPn Net indicated mean effective pressure 
ISCO Indicated specific CO emissions 
ISNOx Indicated specific NOx emissions 
ISPM Indicated specific PM emissions 
LTHR Low temperature heat release 
MCCI Mixing controlled compression ignition 
MFB Mass fraction burned 
MRMF Most reactive mixture fraction 
NOx Nitrogen oxides 
P Pressure 
PM Particulate matter 
RCCI Reactivity controlled compression ignition. 
RON Research octane number 
RoP Rate of production 
SOE Start of energizing 
T Temperature 
TDC Top dead center 
φ Equivalence ratio 

1. Introduction
Ethanol and methanol are two of the most promising renewable liquid fuels for the decarbonization of 
the transportation sector, especially for hard-to-electrify applications where energy density is critical, 
such as many on-road medium and heavy-duty applications and most off-road applications including 
construction, agriculture, rail and marine. Some of the advantages of ethanol and methanol over other 
decarbonization strategies include:  

• A very high production capacity of approximately 17.3 and 2.6 billion gallons per year for
ethanol and methanol, respectively, only in the United States, which increases to 29.5 and
36.6 billion gallons per year worldwide [1].

• A well-stablished industry that can use the existing infrastructure [2]. For instance, E85 fuel
(gasoline containing 51%vol to 83%vol ethanol) is widely available in the United States [3].

• A relatively high energy density of approximately 27 MJ/kg (21 MJ/L) and 22 MJ/kg (15.8
MJ/L) for ethanol and methanol [4], respectively, compared to other low-carbon technolo-
gies such as hydrogen (120 MJ/kg but only 5.6 MJ/L when compressed at 700 bar and room
temperature [5]), or battery storage (1 MJ/kg for lithium-ion technology [6]).

• A much lower life-cycle carbon intensity than that of petroleum-derived fuels, from -47% to
-90% (with carbon capture) for biomass-based production of ethanol or methanol using ex-
isting technology, and up to -92% in a renewable power grid scenario [7, 8].

• A competitive cost of $2.69/gge and $2.41/gge (gasoline gallon equivalent) for biomass-
based production of ethanol and methanol, respectively [8], compared to $2.28/gal and
$2.71/gal for petroleum-derived gasoline and diesel fuel in the United States, respectively
[9].

Ethanol and methanol have demonstrated to be excellent fuels for spark-ignition engines mainly due 
to their very high laminar flame speed and octane number (research octane number, RON, of ethanol 
and methanol equal to 108.6 and 108.7, respectively [10]). However, mixing-controlled compression-
ignition (MCCI) engines are desired for most heavy-duty and off-road applications due to their efficiency, 
reliability, robustness, durability and transient response. Unfortunately, the physicochemical properties 
of ethanol and methanol are not suitable for modern MCCI engines. Some of the technical challenges 
and barriers of implementing ethanol and methanol MCCI combustion include: 

• Very low ignitability, with a cetane number (CN) of ethanol and methanol equal to approxi-
mately 8 and 3, respectively [11], compared to a minimum legal cetane number of 40 for
diesel fuel in the United States [12].
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• Lower energy density than conventional diesel fuel, meaning that a significantly higher mass
of fuel injected per cycle is required to reach the same engine load. This can be achieved
with longer injection durations or larger injector nozzle hole diameters, but these solutions
may negatively impact the efficiency and emissions characteristics of the engine.

• Low viscosity and lubricity, with a kinematic viscosity of ethanol and methanol equal to 1.06
and 0.58 mm2/s at 40°C, respectively [13], compared to 1.3 – 4.1 mm2/s for diesel fuel [14],
which makes the fuel incompatible with existing fuel-lubricated high-pressure pumps typi-
cally used in modern diesel engines. Lubricity additives for ethanol and methanol that can
prevent wear problems with high-pressure fuel injection equipment exist and have been
proved to work reasonably well at application-relevant conditions [15, 16].

• Material compatibility problems [17], especially with sealing rings and other rubber-made or
plastic-made components.

Among these technical challenges, the low ignitability of ethanol and methanol is perhaps the most 
critical barrier for MCCI combustion. Different solutions have been proposed to overcome this barrier. 
The most straight-forward solution consists of increasing the in-cylinder reactivity by increasing the com-
pressed-gas temperature [18]. This can be achieved by increasing the engine compression ratio, retain-
ing hot residual gases or even using intake heaters for conditions where the enthalpy of the exhaust 
gases is not high enough to promote the ignition of the fuel (such at low engine loads or during cold 
starts) [19]. However, the transient response of the engine can be severely compromised by this ap-
proach due to the thermal inertia of the engine. An alternative solution consists of using ignition assis-
tance devices such as glow plugs. However, glow plugs pose challenges with durability and energy 
consumption (up to 3%-unit engine efficiency penalty [20]), and more than one device may be required 
for reliable ignition of all the plumes to avoid combustion instabilities. Turbulent jet ignition of a direct-
injection ethanol/methanol spray has been explored [21] and demonstrated to work well [22], but the 
required active pre-chamber increases the engine complexity and cost, poses durability concerns, and 
penalizes heat rejection and pumping work. Dual-fuel strategies where the ethanol/methanol spray is 
ignited by a highly reactive fuel have been reported in the literature. There are two main options for dual-
fuel MCCI ethanol/methanol combustion. One approach consists of igniting the alcohol spray with a 
burning pilot injection of a highly reactive fuel [23]. However, two high-pressure injection systems are 
required in this approach, which increases engine cost and complexity. A different approach consists of 
direct-injecting the alcohol spray in a highly reactive mixture of partially-burned high-reactivity fuel, hot 
gases and radicals. Conceptually, this is equivalent to an inverted Reactivity Controlled Compression 
Ignition (RCCI) strategy [24], and it has been demonstrated experimentally [25]. However, a significant 
fraction of highly reactive fuel may be needed for low load operation, requiring regular refills of two fuels. 
Finally, autoignition reactivity improvers (also known as cetane improvers) can be blended with the eth-
anol/methanol to increase the ignitability of the fuel. This approach is followed by Scania in his DC9 E02 
engine [26], which is fueled with ETAMAX (also known as ED95), a blend of 95% wet ethanol and 5% 
of an additive package that contains an ignition improver termed BERAID, a poly-ethylene-glycol deriv-
ative developed by Azko-Nobel. However, high engine compression ratios (between 25:1 and 28:1) are 
required to be able to operate the engine with additive levels equal to or below 5% at low engine loads. 

From the previous literature review, it is clear that there are multiple approaches with potential to 
enable ethanol and methanol MCCI combustion. However, it is unclear what would be the best solution 
and significant research and development efforts are required to better understand the full potential of 
these strategies. In this paper, techniques based on blending ethanol/methanol with a highly reactive 
fuel or a cetane improver will be explored both experimentally in a single-cylinder research engine and 
numerically using chemical kinetic simulations. Cetane improvers are preferred by the authors over other 
strategies because they have been already proven commercially by Scania, with more than 600 buses 
supplied that operate with this technology. Moreover, no additional engine hardware is required for this 
strategy except an ethanol- or methanol-compatible fuel system, simplifying the engine design and 
opening the door for retrofitting of existing engines.  

The potential of cetane improvers to enable ethanol [27] and methanol [28] MCCI combustion in a 
production-like medium-duty diesel engine has been previously evaluated by the authors. In both cases, 
the fuel was doped with 2-ethylhexylnitrate (EHN), a common and inexpensive cetane improver typically 
used with diesel fuel (around 50% of all the diesel fuel sold in the United States contains EHN) [29]. The 
engine was operated at low and medium loads with boundary conditions representative of diesel engine 
operation. Piston and injector were production parts, and the compression ratio (16:1) was the same as 
that of the production engine. MCCI combustion of ethanol and methanol was achieved in the experi-
ments with an acceptable combustion control range that was limited by transition to kinetically-controlled 
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combustion for very advanced injection timings and high cycle-by-cycle variability for very retarded in-
jection timings. Medium load engine operation was achieved with 3%vol EHN, and ethanol and methanol 
combustion led to higher thermal efficiency values than those of diesel due to lower heat transfer losses 
and faster late mixing-control burning rates. At low loads ethanol and methanol combustion was only 
doable with 7%vol EHN and led to slightly lower efficiency values than those of diesel due to lower com-
bustion efficiency. However, low load operation with 3%vol EHN was demonstrated by increasing the 
compression ratio from 16:1 to 20:1. Particulate matter emissions of ethanol and methanol combustion 
were much lower than the current U.S. Off-Road legal limit and the 2027 U.S. EPA Heavy-Duty limit, 
with NOx emissions within the range of those of diesel.  

Despite the fact that these are encouraging results, it has been reported that around 30% of the nitrate 
group of EHN is converted to NOx [30], which motivates the exploration of alternative ignition enhancers. 
Ethers are interesting alternatives to traditional cetane improvers such as alkyl nitrates (e.g., EHN), 
peroxides or glycols. First, the cetane number of ethers is usually very high. Reported values include 
CN = 78 for dimethyl ether (DME) [11], CN = 160 for diethyl ether (DEE) [31] and CN = 140 for diethylene 
glycol diethyl ether (DGE) [32]. Second, ethers do not contain nitrogen, avoiding any contribution from 
the cetane improver to engine-out NOx emissions, and typically have low soot propensity. Finally, many 
ethers can be produced from renewable sources by dehydration of primary alcohols, such as ethanol or 
methanol, over acid catalysts at medium-to-high temperatures (above 240°C). In this process, two alco-
hol molecules combine to produce one molecule of ether and one molecule of water. The molecule of 
ether formed depends entirely on the alcohol used in the process. Thus, methanol dehydration leads to 
DME, ethanol dehydration leads to DEE, propanol leads to dipropyl ether, butanol leads to dibutyl ether, 
etc… Moreover, exhaust heat from the engine can be used to produce ethers on-board through this 
process [33, 34].   

In this study, the potential of ethers to enable ethanol and methanol MCCI combustion was assessed. 
To do so, experiments with alcohol/ether blends were performed in a single-cylinder metal research 
engine, and the results compared with previous data obtained using EHN as ignition improver. Detailed 
chemical kinetic simulations were also performed to better understand the mechanisms that control the 
reactivity of alcohol/ether blends. Finally, dual-fuel alcohol-ether strategies were also explored numeri-
cally.    

2. Methodology

2.1 Experiments 

Engine experiments were performed in a 0.83 L single-cylinder medium-duty research engine based on 
an 8-cylinder 6.7 L Ford Scorpion engine and fueled with ethanol doped with three different ignition 
improvers: EHN, DEE and DGE. Engine specifications are shown in Table 1, and more details about 
the engine facility and operation can be found in [35]. 

Table 1. Specifications of medium-duty single-cylinder research engine 
Bore x stroke 99 x 108 mm 
Displacement volume 0.8315 L 
Compression ratio 16.5: 1 
Swirl ratio 1.7 
Valves 4 
Fuel system Common rail direct injection 
Fuel injector 8-hole piezo injector (dhole= 138 μm)

The experimental setup schematic is illustrated in Fig. 1. A high-pressure fuel-agnostic fuel system 
that uses a reciprocating pneumatic pump allowed reaching diesel-like injection pressures with ethanol 
without using lubricity additives. The intake airflow was precisely measured with sonic nozzles, the in-
take pressure was controlled by the intake airflow and the intake temperature was controlled by multiple 
electric heaters located in the intake line, plenum and runner. Exhaust gas pressure was controlled 
using a throttling valve within the exhaust flow to simulate the effect of turbocharging and aftertreatment 
systems. The coolant temperature was actively controlled with an external heating/cooling device, while 
engine oil temperature was not regulated. Synthetic exhaust gas recirculation (EGR), only used for 
baseline conventional diesel combustion experiments, is composed by a mixture of N2 and CO2 that 
reproduces the heat capacity of real EGR (estimated based on exhaust emission measurements and 
water formed during the combustion process).  
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Fig. 1 Schematic of the experimental setup 

Engine experimental data were acquired and synchronized at intervals of every 0.25 crank angle 
degrees (CAD) utilizing an encoder with a resolution of 1440 pulses per revolution. Intake and exhaust 
pressures were measured using piezoresistive pressure transducers, while a piezoelectric pressure 
transducer was installed in the glow plug port to measure the in-cylinder pressure. Coolant and engine 
oil pressures and temperatures were continuously monitored. A Coriolis flow meter was installed along 
the fuel line after the low-pressure pump to measure fuel consumption, as shown in Fig. 1. Carbon 
monoxide (CO), nitrogen oxide (NOx), and smoke levels were measured from the exhaust flow line. 
Unburned hydrocarbons were not measured due to limitations of flame ionization detector (FID) in ac-
curately measuring oxygenated hydrocarbons as those from (m)ethanol incomplete combustion. How-
ever, the composition of the exhaust stream was analyzed using gas chromatography with sampled 
exhaust gas. 

Engine experiments were performed at low- and part-load conditions using laboratory-grade fuels 
and cetane improvers. A description of the engine operating conditions is provided in Table 2, and 
results for EHN-doped fuel were discussed in detail in [27, 28]. For ethanol doped with EHN, injection 
pressure was set at 882 bar and 1615 bar for low- and part-load conditions, respectively, which corre-
spond with the injection pressure values used for diesel operation. However, recent results obtained 
with methanol showed that diesel-like injection pressures are not required to obtain ultra-low soot emis-
sions and high late-stage mixing-controlled combustion rates with alcohols [28]. Therefore, new results 
with ether-based ignition improvers (DEE and DGE) presented in this paper were obtained with an in-
jection pressure of 620 bar. A multi-injection strategy defined in [28] and described in Table 3 was 
implemented in this study. Injection timing sweeps were performed by blockshifting the pilot and main 
injections within the stable combustion window (combustion stability limits defined by a coefficient of 
variation – COV – of the net indicated mean effective pressure – IMEPn – of 3% or by the occurrence of 
knock, whatever occurs first). The target IMEPn was achieved by adjusting the main injection duration 
at the different injection timings. 

Table 2 Engine operating conditions for low- and part-load 
Low-load Part-load 

Engine speed 1200 rpm 1600 rpm 
IMEPn 3.91 bar ± 0.1 bar (20% load) 8.55 bar ± 0.1 bar (45% load) 
Coolant temperature 80 ℃ 80 ℃ 
Intake flow 7.8 g/s 14.9 g/s 
Intake temperature 90°C 90°C 
Intake pressure 106 kPa 137 kPa 
Exhaust back pressure 113 kPa 146 kPa 
Number of pilot injection 2 pilot injections 3 pilot injections 
Rail pressure 620 bar 
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Table 3 Injection strategy for low- and part-load 
Low-load Part-load 

Duration of energizing 
(DOE)* of 1st pilot 

N/A 117 μs (1.12 CAD) 

Dwell time between 1st and 
2nd pilot 

N/A 1103 μs (10.59 CAD) 

DOE of 2nd pilot 160 μs (1.15 CAD) 117 μs (1.12 CAD) 
Dwell time between 2nd pilot 
and 3rd pilot 

1103 μs (7.94 CAD) 883 μs (8.48 CAD) 

DOE of 3rd pilot 180 μs (1.30 CAD) 200 μs (1.92 CAD) 
Dwell time between 3rd pilot 
and main 

1380 μs (9.94 CAD) 300 μs (2.88 CAD) 

DOE of main ≈ 690 μs (4.97 CAD) (adjusted to ob-
tain 3.91 bar IMEPn) 

≈ 1335 μs (12.82 CAD) (adjusted to 
obtain 8.55 bar IMEPn) 

* DOE defined as the duration of the command signal sent to the injector driver.

A total of 500 consecutive cycles were acquired during steady-state operation and analyzed as de-
tailed in [36]. Heat transfer losses were estimated by following two different approaches: (1) from an 
energy balance between the energy released by the fuel and work, exhaust gas enthalpy and heat 
transfer losses; and (2) by using the Woschni correlation [37] where the tuning parameters that define 
the film coefficient were calibrated for each operating condition using the approach described in [38]. 
The deviation between both methods was used as a metric for the uncertainty of the heat losses (re-
ported as error bars in Figs. 4 and 8). 

2.2 Chemical kinetic simulations 

Chemical kinetic simulations were performed in ANSYS CHEMKIN-PRO using a comprehensive chem-
ical kinetic mechanism for gasoline surrogates from Lawrence Livermore National Laboratory [39] (which 
contains the chemistry of methanol, ethanol and DME among many other fuels) combined with a detailed 
model for EHN decomposition [40] and with a detailed mechanism for DEE [41]. Unfortunately, the au-
thors did not find a validated mechanism for DGE in the literature, so DGE was not included in the 
simulations. Alternatively, DME was evaluated as a potential ignition improver that can be obtained 
directly from methanol dehydration.  

Two different approaches were investigated in this study. The first approach involves a single-fuel 
strategy where the ignition improver (EHN, DEE or DME) is blended with the alcohol fuel (ethanol or 
methanol). The 1-D spray model DICOM [42] was used to estimate the temperature and fuel distributions 
within the spray imposing boundary conditions from the experiments and assuming that the injection 
timing was fixed at top dead center (TDC). The model accounts for both fuel vaporization and mixing 
and takes into account the variation in physical properties between fuels. Then, the temperature and 
fuel distributions from the spray model were imposed in a 0-D constant-volume closed homogenous 
reactor in CHEMKIN to identify the most reactive mixture fraction (MRMF), which corresponds to the 
shortest ignition delay among the various temperature and equivalence ratio combinations. The MRMF 
was obtained for various amounts of DEE and DME and compared against that of (m)ethanol doped 
with 7%vol EHN, which has demonstrated robust combustion at both low- and part-loads experimentally. 
Rate of production (RoP) analyses were performed at MRMF conditions to understand the interactions 
between (m)ethanol and the ignition improvers. 

The second approach consists of a dual-fuel strategy where the ignition improver is injected in the 
intake port followed by a direct-injection of (m)ethanol near TDC. A 0-D internal combustion engine (ICE) 
reactor that reproduces the single-cylinder engine of the experiments was used to simulate the decom-
position process of the port-injected ignition improver during the compression and expansion strokes. 
The in-cylinder pressure, temperature and composition at the time of injection of the (m)ethanol direct-
injection were obtained from the CHEMKIN ICE simulations and imposed in DICOM to obtain the tem-
perature and fuel distributions within the alcohol spray. Then, results from DICOM were imposed in a 0-
D constant-volume closed homogenous reactor in CHEMKIN to obtain the MRMF of the spray. It is 
noteworthy that the oxidizer in the ignition delay calculations was not pure air, but rather, the in-cylinder 
gas composition containing radicals derived from the ICE simulation. Calculations were performed at 
low load as this represents the most challenging condition for ignition due to the low in-cylinder reactivity. 
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The MRMF was obtained for various substitution ratios of ignition improver and for various injection 
timings of (m)ethanol, and compared with that of the single-fuel strategy with (m)ethanol doped with 
7%vol EHN.  

The simulation procedure for is summarized in Fig. 2. 

Fig. 2 Numerical approached followed in this study 

3. Results and discussion

3.1 Ethanol MCCI combustion with ignition improver 

The blending ratio of DEE and DGE was varied to enable MCCI combustion of ethanol. The engine 
totally misfired with 20%vol of both DEE and DGE, partially misfired with 30%vol of DEE and DGE and 
eventually stable combustion was achieved with 50%vol DGE. The minimum blending ratio of ether re-
quired for stable MCCI combustion was not optimized, but results suggested that the optimum amount 
is within the 35%vol - 45%vol range. In a previous investigation [27], the authors showed that stable eth-
anol MCCI combustion was achieved with 3%vol EHN at part-loads and 7%vol EHN at low-loads, indicat-
ing that ethers are significantly less effective in enhancing the ignitability of ethanol than EHN. In this 
section, experimental results of ethanol combustion with ether are compared against previous results 
obtained with EHN at both low- and part-load conditions. 

3.1.1 Low-load conditions 

Fig. 3 shows the ignition delay, crank angle of the 50% burn point (CA50), and combustion stability 
(defined as COV of IMEPn) of ethanol doped with 7%vol EHN and 50%vol DGE for an injection timing 
sweep at low load. In general, both ignition improvers showed similar ignition delay values at a given 
injection timing, with DGE being more reactive than EHN at the most advanced combustion timings. As 
explained in the Methodology section, the injection timing was varied within the stable combustion win-
dow, with the stability limit defined as COV of IMEPn = 3%. For EHN-doped ethanol, high COV of IMEPn 
values were obtained for injection timings of the 1st pilot injection more advanced or equal to -25.7 CAD 
aTDC and for injection timings of the 1st pilot injection more retarded or equal to -15.7 CAD aTDC, 
providing 7.1 CAD of CA50 control. For very advanced injection timings, combustion transitioned from 
MCCI to kinetically controlled combustion, leading to higher cycle-by-cycle variability, lower combustion 
stability, higher pressure rise rates, higher combustion noise and higher ringing intensity values. For 
very retarded injection timings, fuel ignitability was compromised due to the effect of the expansion on 
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the in-cylinder temperature and pressure (and, therefore, on the in-cylinder reactivity), leading to com-
bustion instabilities and lower combustion efficiency values. Compared to EHN, DGE showed a signifi-
cantly wider stable combustion window with no combustion instability detected for the conditions tested 
in this study, providing 16.1 CAD of CA50 control. Moreover, combustion stability at a given injection 
timing was also higher with DGE than that of EHN. For DGE and EHN within the stable combustion 
window, the CA50 was linearly delayed as the injection timing delayed, indicating that the fuel burned 
in a MCCI combustion process. However, the same CA50 was obtained for the two most advanced 
injection timings of EHN (SOE of 1st pilot of -26.6 and -24.6 CAD aTDC), indicating a transition to kinet-
ically controlled combustion where the CA50 advances instead of retarding as the injection timing re-
tards [43]. 

Fig. 3. Ethanol ignition delay, CA50, and CoV of IMEPn with EHN and DGE against the SOE of 1st pilot 
injection at low-load conditions 

Fig. 4 shows the indicated thermal efficiency and heat transfer losses for the same experiments 
shown in Fig. 3. Results from optimized diesel combustion operation with varying levels of EGR at 0%, 
10%, and 20% were also included in the figure for completeness [44], and CA50 was used in the x-axis 
for a better comparison between fuels. At low-load conditions, DGE exhibited 1%-unit to 2%-unit lower 
thermal efficiency than both EHN and diesel, whereas EHN showed similar efficiency values as those 
of diesel. This is the result of a combination of multiple factors, including heat transfer losses, combus-
tion efficiency and mixing-controlled burning rate. As shown on the right-hand side of Fig. 4, ethanol 
combustion with both DGE and EHN showed lower heat transfer losses than those of diesel due to a 
combination of lower adiabatic flame temperature, higher fuel vaporization cooling and much lower ra-
diative heat losses due to ultra-low soot emissions (as will be shown later in Fig. 6), which would tend 
to increase efficiency. However, gas chromatography of the exhaust gases and CO emission measure-
ments (discussed later and shown in Fig. 6) indicated that both DGE and EHN have lower combustion 
efficiency than diesel (note that combustion efficiency values were not reported here because unburned 
hydrocarbon emissions cannot be accurately measured with standard FID equipment), which would tend 
to decrease efficiency. Finally, Fig. 5 shows the mass fraction burned (MFB) and heat release rate (HRR) 
for a CA50 of approx. 8 CAD aTDC and for ethanol doped with both EHN and DGE. DGE showed longer 
combustion duration and slower burning rate during the late-combustion stage, leading to lower degrees 
of constant volume combustion and explaining the lower thermal efficiency of DGE compared to EHN. 
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Interestingly, the HRR of DGE showed a combustion event associated with the pilot injections around 
TDC whereas the HRR of EHN did not. This pilot injection combustion enhanced the overall combustion 
stability by creating a more favorable environment for the ignition of the main injection, explaining the 
combustion stability results shown in Fig. 3. As mentioned before, DGE showed longer combustion 
duration and lower burning rate during the late-stage mixing controlled combustion process than EHN. 
For this late-stage combustion, burning rate is constrained by oxygen availability and air utilization. Re-
placing ethanol with an ignition improver resulted in a lower oxygen-to-carbon ratio, as ethanol inherently 
possesses a higher oxygen-to-carbon ratio than the ignition improvers (EHN and DGE have the same 
oxygen-to-carbon ratio equal to 0.375 vs. 0.5 for ethanol). Thus, the higher the cetane improver content, 
the lower the oxygen content of the fuel blend, which may impact negatively the burning rate. 

Fig. 4 Indicated thermal efficiency (left) and heat transfer loss (right) with EHN, DGE and baseline die-
sel against CA50 at low-load conditions 

Fig. 5. Mass fraction burned (top) and heat release rate (bottom) with EHN (SOE of the 1st pilot  
injection =-21.69 CAD aTDC) and DGE (SOE of the 1st pilot injection = -20.625 CAD aTDC) at low-load 

conditions 
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Fig. 6 shows the indicated specific CO emissions (ISCO), indicated specific NOx emissions (ISNOx) 
and indicated specific soot emissions (ISPM) against the SOE of 1st pilot injection for the same cases 
as those plotted in Fig. 4. Ethanol doped with EHN led to higher CO emissions than both ethanol doped 
with DGE and diesel fuel. As shown in Fig. 5, there is no specific combustion event associated with the 
pilot injections in the EHN cases, indicating lower reactivity compared to the DGE cases. Consequently, 
higher CO emissions were measured. Previous CFD results suggested that, at low-reactive conditions 
such, pilot injections may lead to overly lean regions that do not burn well, leading to high CO and 
unburned hydrocarbon emissions [45]. Although the calculation of an accurate combustion efficiency 
was not feasible due to the inability of standard FID equipment to measure oxygenated unburned hy-
drocarbons, ISCO data suggested that EHN exhibited poorer combustion efficiency compared to the 
other fuels. This may explain why EHN-doped ethanol had a similar thermal efficiency as that of baseline 
diesel despite showing less heat transfer losses and faster burning rates. The ISCO emissions of DGE 
were significantly lower as those of EHN and similar to those of diesel with 20% EGR. Regarding ISNOx 
emissions, DGE showed similar engine-out NOx as those of diesel with 10% EGR and less NOx than 
those of EHN probably due to the contribution of the nitrate group of EHN to engine-out NOx (it has 
been estimated that 30% of the nitrogen content of EHN leads to NOx [46]). The engine-out ISPM emis-
sions from both EHN-doped and DGE-doped ethanol are extremely low, below the 2027 U.S. EPA 
heavy-duty legal limit. 

Fig. 6. ISCO, ISNOx, and ISPM with EHN, DGE and baseline diesel against the SOE of 1st pilot injection 
at low-load conditions 

3.1.2 Part-load conditions 
Fig. 7 shows the ignition delay, CA50, and COV of IMEPn of ethanol doped with 7%vol EHN and 50%vol 
DGE for an injection timing sweep at part-load conditions. The ignition delay of the DGE-doped cases 
barely changed with the injection timing, whereas the ignition delay of the EHN-doped cases significantly 
decreased as the injection timing retarded due to a better combustion of the fuel delivered by the pilot 
injections (see Fig. 9). Despite the fact that both DGE and EHN showed similar ignition delay times at 
low load, the DGE cases showed longer ignition delay times than the EHN cases at medium load, sug-
gesting that the effect of DGE and EHN on the autoignition reactivity of ethanol may be sensitive to 
temperature and pressure, as also observed for EHN in [47]. Thus, the CA50 at a given injection timing 
is significantly more retarded for DGE than for EHN. Nevertheless, both DGE and EHN showed very 
robust combustion with COV of IMEPn values lower than 1.5%, providing wide CA50 control ranges. In 
both cases, the CA50 retarded linearly as the injection timing retarded, indicating MCCI combustion. 
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Fig. 7. Ignition delay, CA50, and CoV of IMEPn with EHN and DGE against the SOE of 1st pilot injection 
at part-load conditions 

Fig. 8 shows the indicated thermal efficiency and heat transfer losses for the same cases plotted in 
Fig. 7, whereas Fig. 9 shows the MFB and HRR for two cases with approximately the same CA50 of 12 
CAD aTDC. The thermal efficiency was higher with EHN compared to both DGE and diesel fuel due to 
a combination of reduced heat transfer losses and faster burning rates. Interestingly, ethanol doped with 
DGE showed higher heat losses as those of EHN and similar to those of the baseline diesel cases. 
Analysis of the HRR shown in Fig. 9 revealed a predominance of longer diffusion burn behavior with 
DGE compared to EHN, particularly evident in the flat heat release region of DGE occurring approxi-
mately between 10 and 17 CAD aTDC. The higher proportion of diffusion burn and prolonged combus-
tion duration associated with DGE compared to EHN indicates stronger flame impingement on the in-
cylinder walls, which explains the higher heat transfer losses of DGE. Moreover, the MFB plot indicates 
that DGE has a lower burning rate than EHN during the late-combustion stage probably due to a com-
bination of lower oxygen content and lower injection pressure.  

Fig. 8. Indicated thermal efficiency (left) and heat transfer loss (right) with EHN, DGE and baseline die-
sel against on the CA50 at part-load conditions 
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Fig. 9. Mass fraction burned (top) and heat release rate (bottom) with EHN (SOE of the 1st pilot injection 
= -22.625 CAD aTDC) and DGE (SOE of the 1st pilot injection = -30.625 CAD aTDC) at part-load 

Fig. 10 shows the ISCO, ISNOx, and ISPM against the SOE of 1st pilot injection for the same cases 
shown in Fig. 8. Significantly lower ISCO emissions are measured at medium load conditions compared 
to those at low loads due to the higher in-cylinder reactivity. This improvement is particularly noticeable 
for EHN, reinforcing the hypothesis that EHN is more effective at medium loads. Despite the prevalence 
of predominant diffusion burn with DGE, EHN still had higher NOx emissions, attributed to the nitrate 
content inherent to the molecule of EHN. Regarding ISPM, all results were found to comply with the 
U.S. EPA 2027 heavy-duty legal limits. 

Fig. 10 ISCO, ISNOx, and ISPM with EHN, DGE and baseline diesel against the SOE of 1st pilot injection 
at part-load conditions 
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3.2 Chemical kinetics 

Given the considerable amounts required to achieve stable combustion with DGE, it is evident that alkyl 
nitrates such as EHN are more effective ignition improvers for (m)ethanol than ethers. Chemical kinetic 
simulations were performed to gain a detailed understanding of the differences between ether- and alkyl 
nitrate-based ignition improvers and to better understand the mechanisms responsible for the lower 
efficacy of ethers. Fig. 11 shows the RoP analysis of straight ethanol at its most-reactive mixture fraction 
(MRMF) obtained by following the methodology described in section 2.2. Ethanol decomposed into two 
main radicals, SC2H4OH and PC2H4OH, via hydrogen abstraction reaction with hydroxyl radical (OH). 
The predominant radical formed was SC2H4OH (71%) compared to PC2H4OH (26%). Hydroxyl radicals 
are formed during the decomposition of PC2H4OH, as represented in blue in Fig. 11, aiding in the de-
composition of ethanol. However, SC2H4OH decomposed into acetaldehyde (CH3CHO), which required 
additional hydroxyl radicals to decompose further. Therefore, both ethanol and acetaldehyde competed 
for hydroxyl radicals, with ethanol being more effective in reacting with OH. As a result and as shown in 
Fig.12 (where the mole fractions of ethanol and acetaldehyde were shown against time divided by the 
ignition delay), acetaldehyde continuously accumulated as the mole fraction of ethanol decreased, act-
ing as a bottleneck in the ethanol decomposition process. Moreover, it is noteworthy that hydroxyl radi-
cals play a pivotal role in the overall reaction of ethanol. Previous research on the mechanism respon-
sible for the effect of EHN on the autoignition reactivity of ethanol [48] showed that each mole of EHN 
formed 2 moles of hydroxyl radical early during the ignition delay process, mitigating the bottleneck for 
ignition of acetaldehyde decomposition and effectively enhancing the reactivity of ethanol even with 
relatively low EHN contents. 

Fig. 11. Rate of production (RoP) analysis of straight ethanol under part-load condition at MRMF; Pamb
(60.51 bar), Tamb (906.67 K) and 𝝓𝝓 (0.18) 
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Fig. 12. Mole fraction of ethanol and acetaldhyde against normalized time (time divided by the ignition 
delay) at MRMF; Pamb (60.51 bar), Tamb (906.67 K),= and 𝝓𝝓 (0.18) 

Fig. 13 shows the RoP analysis of straight DEE at MRMF conditions obtained following an analogous 
approach as that used for straight ethanol. Unlike ethanol, which primarily requires hydroxyl radical for 
its decomposition, DEE decomposition is dominated by reaction with both hydroxyl radical and atomic 
hydrogen (H). The key focus is to determine whether DEE forms hydroxyl radical during the ignition 
delay process, which is essential for its role as an ignition improver of ethanol. The first step of DEE 
decomposition is mainly controlled by dehydrogenation to form C2H5OC2H4-A. Although small amounts 
of ketone radicals were formed by DEE thermal decomposition and by low-temperature branching of 
C2H5OC2H4-A, and ketones generate a significant amount of hydroxyl radicals, only a very small fraction 
of DEE underwent through this pathway. Results showed that acetaldehyde was the main intermediate 
species of DEE decomposition, suggesting that blending DEE with ethanol does not mitigate the main 
bottleneck for ethanol ignition. Thus, the little hydroxyl radical formation is a key reason for the limited 
effectiveness of DEE as an ignition improver for ethanol. Moreover, the formation of acetaldehyde during 
the DEE decomposition process can worsen the competition for hydroxyl radicals, because both ethanol 
and acetaldehyde require hydroxyl radical to be decomposed. 
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Fig. 13. Rate of production (RoP) analysis of DEE under part-load condition at MRMF; Pamb (60.51 bar), 
Tamb (769.68 K), and 𝝓𝝓 (1.50) 

Fig. 14 shows the ignition delay of the MRMF at part-load conditions for ethanol doped with 7%vol 
EHN and with variable amounts of DEE (equivalent results obtained at low-load conditions). The chem-
ical kinetic simulation results showed that approx. 32%vol DEE is required to match the reactivity of 7%vol 
EHN, which is consistent with the experimental findings, showing that 30%vol DEE led to partial misfires 
and 50%vol DGE was required to achieve stable combustion. Even though DEE has a very high CN of 
approx. 160, large amounts of DEE are required to increase the reactivity of ethanol due to the lack of 
hydroxyl radial production from DEE.  

Fig. 14. The ethanol ignition delay depending on the different blending ratio (volume-basis) of DEE 
under part-load at MRMF 

RoP analyses were performed for both ethanol with 7%vol EHN and ethanol with 35%vol DEE and for 
the MRMF at part-load conditions. Fig. 15 shows the mole fraction of ethanol, acetaldehyde (main in-
termediate species of ethanol decomposition), hydroxyl radical and EHN (left) or DEE (middle) against 
time normalized by ignition delay. For EHN, rapid decomposition occurred at the beginning of the ignition 
delay, resulting in a rapid generation of hydroxyl radicals that attack ethanol. Acetaldehyde was formed 
from ethanol and accumulates during the ignition delay time, with the maximum accumulated mole frac-
tion of acetaldehyde being approximately a quarter of the initial mole fraction of ethanol. A rapid increase 
in mole fraction of acetaldehyde observed early during the ignition delay indicates that ethanol was 
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decomposed due to the reaction of hydroxyl radicals generated from EHN. For DEE, ethanol exhibited 
slow decomposition, gradually forming acetaldehyde over time, with the maximum mole fraction of ac-
etaldehyde exceeding one third of the initial ethanol mole fraction. This indicates additional formation of 
acetaldehyde by DEE during the ignition delay, as confirmed by the RoP analysis of DEE. Although DEE 
forms important amounts of atomic hydrogen and ethyl radical during its decomposition, these radicals 
do not significantly affect the decomposition rate of ethanol when the blending ratio is low. Additionally, 
these radicals are not formed early in the ignition delay but rather near the ignition or during the high-
temperature heat release rate. A clear difference was observed in the rate of hydroxyl radical production. 
To illustrate the rapid and abundant formation of hydroxyl radicals by EHN, the global production rate of 
hydroxyl radical is shown on Fig. 15 –right. The production rate of hydroxyl radicals by EHN was three 
orders of magnitude higher than that of DEE (note that the DEE case was scaled up by a factor of 100). 

Fig. 15. Mole fraction of ethanol, acetaldehyde and OH production rate (right) against to the normalized 
time with different ignition improvers EHN (left) and DEE (middle) at MRMF 

Analyses equivalent to those performed for ethanol doped with EHN and DEE were performed for 
methanol with EHN and DME. DME is used in the analysis because it can be formed directly from 
methanol dehydration (as DEE can be formed from ethanol dehydration). Fig. 16 shows the ignition 
delay of the MRMF at part-load conditions for methanol doped with 7%vol EHN and with variable amounts 
of DME (equivalent results obtained at low-load conditions). Results showed that approx. 47%w/w DME 
is required to match the reactivity of 7%vol EHN. Similar results have been reported in the literature [49], 
indicating that the required amount of DME for auto-ignition of methanol in an HCCI engine ranged 
between 55%w/w to 78%w/w. RoP analyses (not shown here for bevity’s sake) showed that the main 
intermediate species of methanol decomposition is formaldehyde, which accumulated during the ignition 
delay due to the competition for hydroxyl radicals between formaldehyde and methanol. Thus, 
formaldehyde decompsoition by hydroxyl radicals is the bottleneck for methanol ignition. RoP analyses 
of DME showed that DME primarily formed methyl radicals (CH3) and little hydroxyl radicals. Methyl 
radicals do not significantly affect the decomposition rate of methanol, explaining why large amounts of 
DME are required to enhance the ignitability of methanol sprays, despite its high CN. 

Fig. 16 The methanol ignition delay depending on the different blending ratio of DME (mass-basis) at 
part-load (blending ratio indicated in the bar represents energy-based ratio) 
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It is evident that blending a small amount of an ether-based ignition improver with methanol or ethanol 
was not a realistic approach to enable alcohol MCCI combustion due to the competition for hydroxyl 
radicals between the ether and the alcohol during the ignition delay. However, this competition between 
fuels may be avoided with dual-fuel strategies in which the ether is injected in the intake port of the 
engine and decomposed during the compression stroke and the alcohol is direct-injected near TDC. 
The potential of this strategy was investigated here following the methodology described in section 2.2. 
Fig. 17 –left shows the ignition delay distribution within a spray of methanol injected at TDC into the 
products of DME decomposed during the compression stroke at low-load conditions, whereas Fig. 17 –
right shows the ignition delay of the MRMF for the same results shown in Fig. 17 –left. Variable substi-
tution ratios of DME (from 0% to 15% on an energy basis) were simulated, and results of a single-fuel 
strategy of methanol blended with 7%vol EHN (equivalent to 11.6% on an energy basis) are included in 
the figure for completeness. As expected, the ignition delay within the spray decreased as the DME 
substitution ratio increased because DME releases heat and generates radicals during its decomposi-
tion. Interestingly, only 6%w/w DME (equivalent to 7%energy-basis) was required to match the reactivity of 
7%vol EHN, compared to 47%w/w DME (equivalent to 56%energy-basis) for a single-fuel strategy, suggesting 
that avoiding ether-alcohol competition for radicals by implementing a dual-fuel strategy is a promising 
approach to enable ether-assisted (m)ethanol MCCI combustion.   

Fig. 17 Ignition delay within a methanol spray for different DME substitution ratios (energy-basis) at low 
load condition (left) and ingition delay at MRMF (right); ambient conditions varied depending on the 

substitution ratio of DME 

As mentioned above, DME releases heat and generates radicals during the compression stroke, 
creating in-cylinder conditions suitable for methanol ignition. In order to understand the role of temper-
ature vs. radicals in improving the ignitability of methanol, chemical kinetic simulations were performed 
to obtain the ignition delay distribution within a methanol spray at three different conditions: (1) no igni-
tion improver (straight methanol), (2) in-cylinder thermodynamic conditions from DME decomposition 
but no radicals (ambient was air), and (3) in-cylinder thermodynamic conditions and radicals from DME 
decomposition. Results are shown in Fig. 18 for a 10%energy-basis DME substitution ratio. Both the effect 
of DME on the in-cylinder pressure and temperature and the radicals formed from DME decomposition 
contribute almost equally to shorten the ignition delay of a methanol spray. This is an intriguing result 
because RoP analyses showed that radicals formed by DME during the ignition delay are not effective 
in enhancing the reactivity of methanol. However, in this dual-fuel strategy, methanol is injected after 
the ignition of DME, suggesting that radicals formed after the ignition may be not only different from 
those formed during the ignition delay but also more effective in enhancing alcohol ignitability. 
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Fig. 18 Ignition delay within a methanol spray (left) and ignition delay at MRMF (right) 

Fig. 19 –left shows the normalized mole fraction of hydroxyl radical and hydrogen peroxide (H2O2) 
for engine simulations of port-injected DME at ϕ = 0.012 (equivalent to a 10%energy-basis DME substitution 
ratio at low load condition) and at ϕ = 1.0. For ϕ = 1.0, DME underwent a typical autoignition process 
where hydrogen peroxide accumulated before the ignition. At the time of ignition, each mole of hydrogen 
peroxide decomposed into two moles of hydroxyl radical, which rapidly attacked the fuel, triggering the 
high temperature heat release (HTHR). During the HTHR, hydroxyl radicals were formed and 
accumulated by the reaction between molecular oxygen and atomic hydrogen (O2 + H = OH + O). 
Eventually, hydroxyl radicals recombined during the expansion stroke. However, for ϕ = 0.012, DME 
showed low-temperature heat release (LTHR) around -19 CAD aTDC, leading to a peak in hydroxyl 
radical concentration followed by rapid reduction. Subsequently, hydrogen peroxide accumulated stead-
ily post-LTHR, persisting due to the absence of significant high-temperature heat release (HTHR). If 
(m)ethanol is direct-injected after the LTHR of DME, the alcohol spray will interact with the accumulated
hydrogen peroxide, which decomposes into hydroxyl radicals, enhancing the ignitability of the spray. It
is worth noting that the LTHR of ethers is suppressed by (m)ethanol in a single-fuel strategy.

Fig. 19 –right shows the ignition delay of the MRMF of a methanol spray injected into the products 
of DME decomposition at different crank angle degrees. The ambient temperature and pressure were 
kept constant and equal to those of TDC in all cases, and only the radicals formed from DME decom-
position were changed as a function of crank angle (isolating the effect of radicals from the effect of the 
in-cylinder thermodynamic conditions). The ignition delay of the MRMF of a spray of methanol doped 
with 7%vol EHN is also included in the figure as an acceptable limit for spray reactivity. Longer ignition 
delays were obtained when the methanol was injected before the LTHR of DME because of radical 
scarcity (note that the ambient pressure and temperature were maintained constant across all condi-
tions). However, the ignition delay of the methanol spray significantly reduced for injection times equal 
to or more retarded than -19.4 CAD aTDC due to the presence of hydrogen peroxide. Notably, injection 
timing appears less pivotal for ignition with a dual-fuel strategy unless injections occur before the LTHR 
of the ignition improver. 

In summary, a dual fuel strategy consisting in a port-injection of an ether-based ignition improver 
followed by a direct-injection of (m)ethanol near TDC is a promising approach to enable (m)ethanol 
MCCI combustion with low ether consumption. In this strategy, the competition for radicals between 
ether and (m)ethanol is avoided. For low ether concentrations, the ether reacts during the compression 
stroke of the engine, releasing energy (LTHR) and forming radicals that will assist the ignition of the 
(m)ethanol spray. Among those radicals, hydrogen peroxide, which is accumulated and persists during
the expansion stroke due to the absence of HTHR, interacts with the direct-injected (m)ethanol gener-
ating hydroxyl radicals that enhance the ignitability of the alcohol spray. For this strategy to work, (m)eth-
anol shall be injected after the occurrence of the LTHR of the ether but, notably, injection timing is not
pivotal for ignitability of the (m)ethanol spray because hydrogen peroxide (the key radical in assisting
(m)ethanol ignition) persists in the cylinder during the compression stroke.
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Fig. 19. Normalized more fraction of OH and H2O2 at two different DME equivalence ratios from ICE 
simulations (left) and estimated ignition delay of a methanol spray at different injection timings under 

fixed ambient pressure and temperature conditions but different radicals (right, 𝛟𝛟DME = 0.012) 

4. Conclusions
To address the increasing demand for carbon-neutralization in hard-to-electrify industries, (m)ethanol 
was investigated as an alternative fuel for MCCI combustion engines using ignition improvers. The tra-
ditional cetane enhancer EHN proved to be effective as an ignition improver when blended with ethanol 
and injected in a single-fuel strategy. However, it led to high NOx emissions due to the nitrate group 
present in EHN. Consequently, ether-based ignition improvers were explored both experimentally and 
numerically as they can be easily produced through alcohol dehydration and do not contain nitrogen 
themselves. The key findings from this study are: 

• Ignition improvers were demonstrated to enable stable ethanol MCCI combustion. How-
ever, the optimal blending ratio varied depending on the type of ignition enhancer used and
the operating load conditions.

• Ethanol MCCI combustion with EHN resulted in higher thermal efficiency compared to us-
ing DGE due to reduced heat transfer losses and faster burning rate at the late-combustion
stage. However, higher NOx emissions were observed with EHN, attributed to the presence
of a nitrate group in the molecule.

• For a single-fuel strategy, high blending ratios (between 35%vol and 50%vol) are required to
achieve stable (m)ethanol combustion with ether-based ignition improvers because ethers
primarily generate methyl/ethyl radical and atomic hydrogen, which are not effective at en-
hancing (m)ethanol reactivity. Moreover, both (m)ethanol and ethers produce similar inter-
mediate species such as acetaldehyde and formaldehyde, which can act as bottlenecks in
the (m)ethanol decomposition process due to competition with (m)ethanol for hydroxyl rad-
icals.

• In contrast, EHN produces a significant amount of hydroxyl radicals, which are crucial for
the decomposition of (m)ethanol. Consequently, much lesser amounts of EHN are required
to enable MCCI combustion of (m)ethanol compared to ethers.

• Dual-fuel approaches where the ignition improver is premixed or injected in the intake port
of the engine are promising strategies to enable ether-assisted MCCI combustion of
(m)ethanol. This is because the low-temperature heat release from ether decomposition
creates a favorable combustion environment (high temperature and radicals) for the ignition
of a (m)ethanol spray. Moreover, this strategy avoids the competition for radicals between
ethers and alcohols, which creates bottlenecks for ignition when the ether and the alcohol
are blended in a single fuel.

• For the global equivalence ratios tested in this study, the port-fueled ignition improver did
not undergo high-temperature ignition, accumulating significant amounts of hydrogen per-
oxide in the cylinder. This hydrogen peroxide significantly contributed to enhancing the ig-
nitability of the (m)ethanol spray by generating hydroxyl radicals. Therefore, (m)ethanol

492



S. Lee and D. Lopez-Pintor

needs to be injected after the low-temperature heat release of the ether-based ignition im-
prover to actively utilize these radicals. 
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Abstract. Hydrogen fuel cells offer a promising and environmentally friendly solution for future 
ground transportation systems, especially for heavy-duty truck applications. The fuel cell system gener-
ates electricity to power the vehicle by chemical reaction between hydrogen and oxygen in the fuel cell 
stack. The oxygen is provided by pumping compressed air into the fuel cell stack. To achieve optimal 
performance with minimal electrochemical losses, precise control of air and hydrogen flow within the 
fuel cell stack is crucial. One key factor affecting fuel cell performance is air relative humidity (RH). In 
this study, we focus on developing an efficient air humidity management system by directly injecting 
water into a twin vortices series compressor TVS R1320. The goal is to experimentally measure the 
effect of water injection on the efficiency of the compressor and attainable RH without water droplet 
formation at the inlet of the fuel cell stack. A simplex nozzle was positioned at the compressor inlet to 
inject water continuously. The experimental results show that for high air mass flow rate, the specific 
work, and mechanical power can be reduced by up to 7.83% and 2.3% respectively, while the System 
isothermal efficiency improved by 2.95%. However, the RH required by fuel cells cannot be achieved 
solely by direct water injection without water droplet formation that can cause fuel cell flooding. Other 
operating points will be discussed in detail.  

1 Introduction 
The transportation industry’s increasing interest in alternative fuels and technologies reflects a 

broader paradigm shift toward environmental sustainability. As regulatory pressures intensify and soci-
etal expectations evolve, embracing cleaner energy solutions becomes not only a choice but a necessity 
for industries to research and develop new technologies in a rapidly changing global landscape. Some 
examples of this trend include the exploration and implementation of natural gas [1], hydrogen [2], oxy-
combustion [3], Electric vehicles [4], and, as analyzed in this paper, the hydrogen fuel cell. 

Proton-Exchange Membrane (PEM) Fuel cell technology has emerged as a promising alterna-
tive for clean and efficient energy in transportation, particularly for heavy-duty truck long-haul applica-
tions. The chemical reaction within a fuel cell involves combining hydrogen with oxygen to produce water 
and release electrons. These electrons generate an electrical current that powers electrical devices. 
Fuel cells offer high efficiency compared to internal combustion engines because they do not involve 
combustion processes and do not produce greenhouse gas emissions or atmospheric pollutants. The 
only byproducts are water and heat. Fuel cells are finding applications across various sectors, from 
transportation [5] to stationary power generation [6] and are considered a promising technology for re-
ducing dependence on fossil fuels and mitigating the environmental impacts of energy production [7]. 

Several studies propose potential areas of improvement. Han et al. [8] proposed a technology 
study, identifying key research technological areas leading to promising improvements that could be 
implemented in the fuel cell. However, the efficient operation of fuel cells relies on the auxiliary systems 
and components of air and hydrogen loops called Balance of Plans (BOP) [9], [10].  Efficiency improve-
ments in BOP components play a major role in minimizing parasitic power requirements, fuel consump-
tion, and overall stack oversizing costs. Among these components, the air compressor stands out as a 
significant contributor to parasitic losses. Consequently, in this study, we explore reducing the compres-
sor’s power consumption by directly injecting water at the compressor inlet and leveraging the evapora-
tive cooling effect. Also, previous research [11] has emphasized the critical role of humidity control in 
optimizing fuel cell performance, and emerging technologies [12] to address this need. Our approach 
enhances humidity levels and can significantly reduce (or eliminate) external humidification systems. 

Fuel Cell Humidity Control via Water Injection and its Influence on 
Root Compressor Performance 
A. Plazas1, P. Naghshtabrizi1, R. Payri 2, P. Martí-Aldaraví 2 and A. Gómez-Vilanova2
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The US Department of Energy defined the Operating Points (OP) in Table 1, and we modified 
them slightly to meet the compressor requirements: idle, 50%, and 100% operating points (OPs). The 
boundary conditions for the air loop system to achieve the defined operating points were found based 
on the selected Ballard PEM fuel cell system that delivers a maximum of 300kW to a heavy-duty truck. 
For each OPs, we experimentally tested different conditions such as water injection rates and water 
temperature. Through comprehensive experimentation, we demonstrated that specific work is reduced 
by up to 7.83% due to water injection. However, the maximum achievable RH at the compressor outlet 
is limited because of the presence of liquid water at the outlet, which may compromise system integrity. 
In summary, this study sheds light on both the advantages and limitations of water injection at the com-
pressor inlet for fuel cell applications. The findings provide valuable insights for optimizing fuel cell sys-
tem components, aiming to enhance efficiency and performance in practical, real-world scenarios. 

Table 1. Operating points definition 

Section 2 will detail the experimental setup, providing insights into the configuration and com-
ponents utilized. Concretely, it deals with the experimental methodology, delineating the specific proce-
dures followed and the range of tests conducted. Subsequently, Section 3 will present the results and a 
thorough analysis of the water injection implications and different injection systems. The final section 
will encapsulate the key conclusions drawn from this study, offering insights into the implications of water 
injection at the compressor inlet for fuel cell applications and delineating potential avenues for future 
research and development in this domain. 

2. Experimental Setup
The experimental bench was designed for testing Roots-type compressors to precisely measure airflow 
rate, pressure, and temperature at both the inlet and outlet sections of the compressor across various 
operating conditions. Additionally, humidity levels are monitored to assess the extent of evaporated 
water by comparing specific humidity values at the inlet and outlet sections. The experimental facility 
operates within a controlled environment to mitigate external factors that could impact test results. Rig-
orous ventilation and temperature control mechanisms maintain stable operating conditions throughout 
the testing process. This controlled setting facilitates precise data collection and analysis, crucial for 
evaluating the performance characteristics of the Roots-type compressor under investigation. 

Figure 1 depicts the TVS R1320 compressor unit, highlighting the driveshaft, inlet, and outlet 
sections. Additionally, Figure 1 includes the visualization windows that connect the compressor inlet and 
outlet to the rest of the test setup. These visualization windows are crucial to assess water injection 
patterns at the inlet, and assessment of evaporation qualitatively at the outlet. Further details on the 
visualization techniques and the injection system are included in Sections 2.2 and 2.3. Figure 2 illus-
trates the overall experimental setup. The light blue color indicates the main air stream circuit, and the 
red color indicates the water injection circuit. The arrows indicate the air and water flow direction. The 
setup was instrumented with thermocouples (T), pressure transducers (p), two inlet mass-flow meters 
(M Air 1 and M Air 2), inlet and outlet relative humidity sensors (H), and the torque meter. 

Two inlet lines are included to provide more flexibility in terms of mass flow ranges. For low flow 
operation points, one of the inlet branches is closed, so the mass-flow meter measurement is more 
robust. Otherwise, for high flow operation points, both inlet branches are opened, leading to a lower 
pressure drop at the inlet line. A heater and a cooler are included upstream of the compressor inlet to 
compensate for the daily temperature variability. An air-water separator has been installed downstream 
of the outlet visualization window to separate water droplets from the main vapor-air mixture. This water 
separator is a crucial component for robust measurement of outlet relative humidity, especially in sce-
narios where some water remains unevaporated at the compressor outlet. Composed of a series of fins, 
the separator changes the flow to a high-speed cyclone flow and separates water from the air phase 
with efficiencies exceeding 98%. Additionally, a backpressure valve is included at the compressor outlet, 
downstream of the outlet humidity sensor. This valve allows control of the compressor pressure ratio by 
adjusting its opening. For all air and water temperature measurements, type K thermocouples were 

Operating point Dry Air Mass Flow [g/s] Pressure [MPa] 

OP1: Idle 12 0.11 

OP2: 50% 131 0.22 

OP3: 100% 262 0.24 
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Fig. 1. Roots compressor unit connection parts, inlet and outlet visualization windows 

Fig. 2. Test cell diagram 

The electric motor is connected to the compressor shaft using a 1:1 gear ratio depicted in Figure 
3. The experimental setup includes a torquemeter to measure the torque applied to the compressor
shaft during the test operation. The torquemeter is positioned in the transmission shaft, between the
compressor and the electric motor. Additionally, the compressor speed is monitored considering the
Variator signal. The power is calculated from measured torque and speed for each test point.
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Fig. 3. Electric motor, driveshaft, and compressor assembly 

The compressor efficiency map and the compressor speed map are depicted in Fig. 4.a and 
Fig. 4.b respectively. The OPs defined in Table 1 and analyzed in this study, are shown on the maps. 
For all these points, the impact of water injection mass and temperature will be analyzed. 

(a) Efficiency map (b) Speed map

Fig. 4. Compressor maps and selected compressor operating conditions

Table 2 shows the initially planned test matrix. The maximum amount of water was estimated 
through preliminary 0D calculations for each of the Table 1 operating conditions, if 100% relative humid-
ity is reached within the compressor. A higher compression ratio (so higher outlet temperature) allows 
more water to be evaporated as well as higher dry air mass flow. After the first set of experiments, a 
lower limit in the maximum amount of water that can be evaporated (see Sections 3.2 and 3.3) was 
identified (a 100% relative humidity could not be reached without water liquid at the outlet). Conse-
quently, the test points indicated in red were not tested. For every test point, two repetitions were ob-
tained. Every point was stabilized for 20-30 min in terms of gas temperature and outlet pressure. Next, 
the compressor performance was measured, and simultaneously the videos were recorded.  

Table 2. Test matrix. The red font indicates test points that were not finally tested. Tw is the water tempera-
ture with two values representing water at ambient temperature (under the hood) and generated by the fuel cell 

OP1 Water injection OP2 Water injection OP3 Water injection 

Point Tw [K] Flow [g/s] Point Tw [K] Flow [g/s] Point Tw [K] Flow [g/s] 

#01 - 0.00 #06 - 0.00 #15 - 0.00 

#02 313 0.25 #07 313 2.00 #16 313 3.00 

#03 313 0.35 #08 313 4.00 #17 313 6.00 

#04 353 0.25 #09 313 6.00 #18 313 9.00 

#05 353 0.35 #10 313 8.00 #19 313 12.00 
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#11 353 2.00 #20 313 15.00 

#12 353 4.00 #21 353 3.00 

#13 353 6.00 #22 353 6.00 

#14 353 8.00 #23 353 9.00 

#24 353 12.00 

#25 353 15.00 

2.1 Water injection system Fig. 5 shows the water injection system used for nozzle charac-
terization and later in the experimental test cell. The water within the deposit comes from a 
reverse osmosis water filter system, effectively removing dissolved inorganic solids. The AEM 
rotary water pump with a maximum flow rate of 3.8 L/min and a maximum pressure of 1.4 MPa 
increases the fluid pressure based on the power consumption (set by a power unit) and the 
nozzle placed downstream the pump. To maintain a constant flow rate and dampen pressure 
oscillations, a large-volume reservoir is positioned between the pump and the nozzle. This 
reservoir serves as a heat exchanger, allowing control over the water temperature. Addition-
ally, a Kistler pressure transducer (with a range of 0-5 MPa) and a K-type thermocouple were 
installed in the high-pressure line to monitor injected water pressure and temperature.  

Fig. 5. The water injection system employed during the nozzle characterization 

Three different Danfoss simplex nozzles (such as the one in Fig. 5) with a nominal opening 
angle of 80º but varying outlet diameters and consequently distinct maximum flow rates were utilized. 
Each nozzle was selected to match the requirement of the testing operating conditions (Table 2): (1) 
Small Nozzle with a maximum flow rate of 0.375 g/s for OP1. (2) Medium Nozzle with a maximum flow 
rate of 8.9 g/s for OP2. (3) Large Nozzle with a maximum flow rate of 15.7 g/s, for OP3. The water mass 
flow rate is determined based on: 

where △ 𝑝 [Pa] is the pressure difference between upstream the nozzle and discharge ambient pres-
sure, 𝜌 [kg/m3] is the water density, 𝐴 [m2] is the nozzle outlet area,  𝐶𝑑 [-] is the nozzle discharge 
coefficient, and 𝑚̇ [kg/s] is the water mass flow rate through the nozzle.  

The experimental setup was used to characterize the nozzles to obtain: (1) power consumed by 
the water pump as a function of water mass flow and (2) nozzle discharge coefficients. The results of 
this characterization, with a maximum experimental uncertainty of about 5%, are summarized in Fig. 6. 
It is important to point out that the maximum power consumption of the water dosing system is 30 W, 
and it has negligible effect on the system efficiency that includes the water doser and the compressor. 

𝑚̇ = 𝐶𝑑 · 𝐴 · √2 · 𝜌 ·△ 𝑝, (1) 
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(a) Relationship between the water pump power con-
sumption and the injected mass flow rate 

(b) Relationship between the pressure drop through
the nozzle and the injected mass flow rate 

Fig. 6. Experimental characterization of the select Danfoss simplex nozzles 

2.2 Visualization techniques and equipment 
A picture of this visualization section is shown in Fig. 7. A 25 cm long section of a 15 cm side square 
pipe is used to assemble the visualization window. On all sides, a rectangular cut is made, and a window 
holder is welded. Two opposite sides hold the 76 x 127 mm laminated crystal windows, each 16 mm 
thick. The remaining two sides hold metallic plates, with one of them supporting the nozzle holder. Two 
of these windows are assembled for upstream and downstream of the compressor visualization. Before 
installation in the test cell, static pressure tests were conducted to verify structural integrity and sealing. 
After welding the inner window support to the pipe and using double silicone seals for the rest of the 
windows and parts unions, no leakage occurred. Furthermore, no structural damage or cracks were 
observed when this section was subjected to pressures of 0.05-0.3 MPa inside the section. 

High-speed imaging is employed upstream and down-
stream of the compressor to assess qualitatively the flow state. Dif-
fused Back-light Illumination (DBI) [12] technique is applied up-
stream of the compressor to identify and track the liquid water 
droplets injected into the pipeline. The corresponding setup is 
sketched in Fig. 8.a.  A Dollar Jenner continuous light source emits 
the light that passes through a plane diffuser and a field lens to 
obtain a diffused light wide enough to cover the complete visuali-
zation area. When this light passes through the measuring section, 
one of three possibilities take place to the light: 

• encounters liquid water on its path and therefore is blocked
• encounters vapor water and slightly deviates and attenuates
• passes through a zone where only the ambient air is present

and therefore undisturbed.

After the visualization section, the light reaches a Photron 
Fastcam SA-Z high-speed camera equipped with a SIGMA lens of 
f2.8 aperture and variable 24-70 mm focal distance, where images 
are recorded. These images are a composition of black zones, with 
the light blocked by the liquid water, and white and gray zones, 
with the light undisturbed or slightly deviated by the vapor phase. In DBI technique, light is diffused, so 
no focusing is done to the light, and no cut-off device is mounted in front of the camera; the gray and 
white areas do not possess sufficient contrast to be distinguished. 

Fig. 7. visualization window under
static pressure resistance and sealing

test
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(a) DBI setup upstream the compressor (top view) (b) Schlieren setup downstream the compressor (side view)

Fig. 8. Schematics of the visualization techniques employed during the experimental campaign 

The Single-pass Schlieren [13] technique is employed downstream of the compressor to detect 
and monitor the density gradients inside the pipeline at the compressor outlet. These density gradients 
can be due to temperature gradients but more importantly, they reflect the multi-phase composition of 
the flow consisting of both air and steam. As shown in Fig. 8.b, a punctual light source produced with a 
continuous Dollar Jenner lamp connected to an optical fiber expands until it reaches a parabolic mirror 
of 609.6 mm focus distance. Light is collimated in the mirror and redirected to the measuring section. 
The collimated (parallel) beams of light are subject to deviating from their original path by density gradi-
ents in the path traveled. After the visualization section, the light goes through a 450 mm focal length 
biconvex lens that focuses the light back to a point. In the focus of that lens, where the light point is 
formed, the shadowgraph cutting device (diaphragm) is mounted. This device provides direct control of 
the sensitivity of the technique. In this case, images are acquired by a Photron Fastcam SA5 high-speed 
camera. If liquid is present at the outlet section, it is also visualized as a black region in the images. 

3. Results
Compressor performance results are first presented for the three different operating points and test 
conditions defined in Section 2.1. Subsequently, observations regarding the compressor performance 
are provided. Although water injection affects the pressure ratio, compressor speed, and air mass flow, 
the actuators were adjusted to maintain a constant pressure ratio and compressor speed. For each test 
point, the compressor power is calculated. However, comparing the compressor power does not provide 
any information regarding the impact of water, in terms of the compressor efficiency. Consequently, the 
specific work is calculated as the ratio between the compressor power and the total mass flow to assess 
the effect of water injection on the compressor performance as:  

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 = 𝑇𝑜𝑟𝑞𝑢𝑒 ∗ 𝑆𝑝𝑒𝑒𝑑 (1) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑤𝑜𝑟𝑘 =
𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟 𝑝𝑜𝑤𝑒𝑟

𝑚̇𝑡𝑜𝑡𝑎𝑙
(2) 

where 𝑇𝑜𝑟𝑞𝑢𝑒 [N·m] is the compressor torque, 𝑟𝑝𝑚 [rad/s] is the compressor speed, and 𝑚̇𝑡𝑜𝑡𝑎𝑙 [kg/s] is 
the total mass flow rate. This parameter normalizes the compressor mechanical power by the total mass 
flow which in this study varies not only due to the water injection upstream but also to a variation in the 
compressor volumetric efficiency (see Section 3.2).  

Moreover, the isothermal efficiency is utilized to assess the influence of water on the compres-
sion process, defined by: 

where 𝑅 = 287 J/(kg·K) is the air gas constant, 𝑇𝑖𝑛 [K] is inflow gas temperature, 𝜋𝑐 [-] is the compression 
ratio, △ ℎ𝑐+𝑚𝑒𝑐ℎ  [J/kg] is the sum of the compressor work and mechanical losses,  𝑊𝑖𝑛𝑗

̇  [W] is the water 
injection system power consumption, and 𝑚̇𝑡𝑜𝑡𝑎𝑙 [kg/s] is the total mass flow rate. 

𝜂𝑖𝑠𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 =
𝐼𝑠𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑤𝑜𝑟𝑘

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑤𝑜𝑟𝑘 + Injection system spcific work =
𝑅 · 𝑇𝑖𝑛 · ln(𝜋𝑐)

△ ℎ𝑐+𝑚𝑒𝑐ℎ +
𝑊𝑖𝑛𝑗

̇
𝑚̇𝑡𝑜𝑡𝑎𝑙

̇
(3) 
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The water injection system power consumption is orders of magnitude lower than the compres-
sor power and could be ignored. Injecting water upstream of the compressor inlet has two significant 
implications: firstly, the higher thermal inertia of water compared to air, which increases the overall mix-
ture's thermal inertia, and secondly, water evaporation occurs. Both implications make the compression 
process more isothermal. The higher thermal inertia results in lower temperature change due to the 
compression process compared with the dry case. Moreover, due to water evaporation, the heat is 
absorbed from the air-water mixture keeping the system temperature constant (isothermal). In conclu-
sion, injecting water should lead to an improvement (diminishment) of the specific work. 

3.1 OP1 Idle operating condition 
For this operating condition, despite water injection, the com-
pressor performance parameters remain the same as in the dry 
condition (without water injection). Note that low inlet airflow 
lacks sufficient momentum to drag all the injected water inside 
the compressor. Consequently, most of the injected water does 
not even reach the compressor; instead, it accumulates at the 
inlet visualization section. Fig. 9, captured during the experi-
ments, illustrates how water thoroughly wets the visualization 
windows and settles at the bottom of the measuring section.  

Hence, the compressor power and specific work for all 
the OP1 test points slightly vary and are approximately 0.28 kW 
and 23 kJ/kg. At the outlet of the compressor without water in-
jection, the relative humidity corresponds to the ambient value 
of 12-15%, depending on atmospheric conditions during testing. 
With water injection, the outlet humidity rises to 18-22% in test 
points #02 and #04, and to 21-25% in test points #03 and #05. This indicates that a small portion of the 
injected water evaporates within the compressor. The more water injected, the higher the humidity at 
the outlet, reflecting an increased amount of evaporated water. 

3.2 OP2 50% load operating condition 
Fig. 10 shows the inlet boundary conditions of the testing points corresponding to the 50% operating 
condition. Similar to the idle case, the inlet flow temperature after water injection is about 7 K lower than 
the temperature before the injection (Fig. 10.a) highlighting the evaporation cooling effect. This result 
could mean that a very small portion of the injected water is evaporated during the injection process. 
Fig. 10.b shows how the total mass flow increases because of the injected water, and how the dry air 
mass flow becomes also larger. This is assumed to occur because water injection and the corresponding 
evaporation within the compressor decrease the air-water mixture temperature, and since the pressure 
ratio and compressor speed are kept the same, the dry air mass flow can be increased, therefore im-
proving the volumetric efficiency of the compressor. 

(a) Airflow temperature drop between after and 
before the water injection location 

(b) Dry airflow and total mass flow through the
compressor 

Fig. 10. Inlet boundary conditions of all testing points corresponding to the 50% operating condition 

Fig. 9. Inlet visualization window during
idle condition testing 
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(a) Power (b) Specific work

(c) Isothermal efficiency

Fig. 11. Compressor performance corresponding to the 50% operating condition 

At the maximum tested value of the water injection rate, the relative humidity is still low 
(20-25%), although it reached the exponentially increasing region as shown in Fig. 12.b.  

Fig. 11.a shows the compressor power, which decreases after water injection. Due to the 
evap-oration that takes place within the compressor, the air-water mixture is at a lower temperature, 
and so the power required for reaching the same compression ratio is lower. In addition, the remaining 
liquid water is located next to the compressor walls, improving sealing, and thus reducing mechanical 
losses. Even though the total mass flow rate increases, Fig. 11.b shows a significant compressor 
specific work reduction of up to 7.5% with water injection of about 4 g/s. Indeed, Fig. 11.c shows 
the compressor isothermal efficiency that improves by increasing the water injection rate. The larger 
the amount of water injected, the greater the water mass being evaporated, and thus a compression 
process with a lower temperature increase is achieved. In other words, the compression process 
becomes more efficient (closer to the ideal isothermal process) as the amount of injected water is 
increased. 

 Test points corresponding to 313 K water temperature and 3.5 g/s injected water are out of the 
expected trend. See for instance Figure 11.b, where those conditions report a compressor specific work 
clearly above the 353 K conditions, around the same values of the conditions corresponding to 2 g/s of 
injected water. Those outlier results present measurement or control errors on the injected water quan-
tity and should not be taken into consideration in analyzing compressor performance trends. 
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Fig. 12. Compressor outlet measurements corresponding to the 50% operating condition

Liquid droplets coming out of the simplex nozzle impact the inlet visualization window under all 
test points and operating conditions. That makes the visualization and the corresponding postprocessing 
unreliable because part of the light is blocked by the water stagnating at the windows, disturbing the 
measurements. For example, in Fig. 13 the illuminated region is completely blurry due to wall wetting.  

In addition to the test points listed in Table 2, extra 
points are measured with the goal of finding the maximum 
water injection rate upstream of the compressor that can 
be evaporated fully. Fig. 14 summarizes the correspond-
ing results, obtained with the Schlieren technique down-
stream the compressor for 3 different water mass flow 
rates, 2 g/s (test #07), 3.5 g/s, and 4 g/s (test #08). This 
figure shows significant water formation at the outlet with 
4 g/s (test #08). The water injection rate was reduced until 
no water droplet formation was reached. This limit of 3.5 
g/s coincides with a temperature gradient of 70 K across 
the compressor (Fig. 12.a). 

(a) 2 g/s (test #07) (b) 3.5 g/s (c) 4 g/s (test #08)

Fig. 14. Images from the Schlieren visualization during the 50% operating condition testing

3.3 OP3 100% load operating condition 
Fig. 15 shows the inlet boundary conditions of the testing points corresponding to the 100% operating 
condition. The total air mass flow increases more (Fig. 15.b) compared with 50% operating condition 
(Fig. 10.b) due to a higher water mass rate injection. 

(a) Across Compressor temperature drop (b) Relative humidity

Fig. 13. Raw image from the DBI visualization 
during test #08 
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Fig. 15. Inlet boundary conditions of all testing points corresponding to the 100% operating condition 

Fig. 16.a shows compressor power which again decreases after water injection. The trend is 
almost linear (as observed in Fig. 11.a for the 50% operating condition) until a value of about 6 g/s of 
water mass flow rate. Fig. 16.b shows how the compressor specific work also decreases with increasing 
water mass flow rate, but with a clear change of trend at about 6 g/s. For higher mass flow rate values, 
not all the injected water is evaporated so the compressor power is not further reduced (it even increases 
with more water being injected), but as the total mass flow is increased the specific work is still slightly 
decreasing. Fig. 16.c shows the compressor isothermal efficiency that improves with the increase of 
water injection rate for all the tested points. In other words, the compression process becomes more 
efficient even though not all water is evaporated. 

(a) Power (b) Specific work

(c) Isothermal efficiency

Fig. 16. Compressor outlet measurements corresponding to the 100% operating condition 

(a) Airflow temperature drop between after and
before the water injection location 

(b) Dry airflow and total mass flow through the
compressor 
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All the injected water is evaporated before the outlet visualization window and so relative humidity at the 
compressor outlet increases progressively within the water injection rate, water droplets start to be vis-
ible downstream the compressor with a water mass flow rate of around 6 g/s (in tests #17, #22,). At 
those test points the relative humidity, shown in Figure 16.b, is still very low (< 20%). With 9 g/s of water 
injection rate large liquid ligaments are visible at the outlet and the relative humidity is about 50-60% but 
its increasing rate is already exponential. 

(a) Compressor outlet and inlet temperature
drop (b) Relative humidity

Fig. 17. Compressor outlet parameters of all testing points corresponding to the 100% operating condition 

As for the 50% operating condition, extra testing points are measured to find the maximum 
amount of water that can be injected and fully evaporated inside the compressor. Schlieren visualization 
results are shown in Figure 17 (black spots in Figure 17.a correspond to liquid droplets on the windows 
which remain there from different test points). In this case, water droplets start to appear at the visuali-
zation window with almost 6 g/s, matching the conditions of test #17. For the 50% operating condition, 
the temperature drop in the compressor (Figure 14.a) is around 70 K for about 6 g/s of injected water. 
Figure17.c shows a completely wet window with a large liquid water stream coming out from the com-
pressor and flowing on the left-hand side of the pipeline surfaces. 

(a) 3 g/s (test #16) (b) 6 g/s (test #17) (c) 9 g/s (test #18)

Fig. 18. Images from the Schlieren visualization during the 100% operating condition testing and different mass 
flow rates injected upstream of the compressor 
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• At Idle conditions, the water must be injected directly into the compressor, or perfectly aligned with
the airflow to increase the water ingested by the compressor and so the evaporated mass during the
compressor. Otherwise, liquid water accumulates at the injection location.

• The evaporation process improves the system efficiency making the compression process more iso-
thermal. This is assessed through isothermal efficiency.

• Mechanical power decreased by 2.65% and 2.3%, and specific work decreased by 7.83% and 4.7%
for 50% and 100% operating points. These results are associated with the highest water injection
rate that complete evaporation is guaranteed.

• Injected water temperature is not a significant parameter. In both 50% and 100% compressor oper-
ating conditions, the difference between results with 313 K and 353 K of water is negligible.

• Air mass flow increases with the injected water mass flow rate increase although the compressor
speed and pressure ratio are constant which is evidence of volumetric efficiency improvement.

• Water evaporation within the compressor is not instantaneous and needs some time which is a func-
tion of temperature. The liquid droplets and ligaments appear at the compressor outlet when the
outlet temperature is 263 K and RH reaches 25%.

• Outlet temperature or temperature drop along the compressor (Figures 12.a and 17.a) could be taken
as a parameter to evaluate the evaporated quantity. A large temperature reduction across the com-
pressor indicated that more heat is used for the evaporation process and more water is evaporated.
In the test setup (Figure 2) an array of temperature sensors was used between the compressor outlet
and separator inlet. It was observed that the temperature change across the sensor array is minor.
Applying the same principle, test results suggest that negligible evaporation happens after the com-
pressor outlet.

• To obtain these benefits, a complete injection system and its control are necessary. This definitively
increases the complexity, weight, and maintenance costs. Furthermore, in a real-world application to
prevent any unevaporated droplet from entering the fuel cell and damaging it, an additional control
strategy or hardware is required.

• We assume an average 0.4 kW compressor mechanical shaft power reduction for a typical drive
cycle of a linehaul truck enabled by a direct water injection system. Given 60% efficiency for a fuel
cell system, 33 kWh/kg energy content of hydrogen, 10 $/kg cost of hydrogen, and 2000 hours of
operation per year, the proposed system can potentially decrease the operation cost by $400 per
year.

Potential future work includes investigating alternative injection systems techniques (such as pulsed 
injection using an electronically controlled injector) to improve water atomization and the evaporation 
process, thereby increasing the relative humidity at the compressor outlet. Validated 1D modeling and 
Computation Fluid Dynamics tools would be very beneficial to build a digital twin and thus accelerate 
the analysis of other strategies like injecting water in the compressor or downstream. Additionally, it is 
suggested to expand the range of operating points to areas with lower pressure ratios to evaluate if 
there are differences in achievable relative humidity at the compressor outlet. 
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4 Conclusion and Future Work 
The utilization of water injection at the compressor inlet to mitigate compressor energy consumption 
while enhancing humidity levels at the outlet for fuel cell applications has been investigated. A test cell 
has been designed and assembled to test a Roots-type compressor with a continuous flow water injec-
tion system and integrated visualization windows. The injected water mass flow rate can be controlled 
by adjusting the injection pressure (water pump power) and using different nozzles. The main findings 
of this experimental work are: 
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Abstract. Commercial Vehicle Turbocharger Compressors must achieve high efficiencies while main-
taining a wide compressor map in order to fulfil increasing customer demands and emission regulations. 
These requirements push aerodynamic prediction methods to their limit, as they must provide accurate 
compressor maps in early design stages. With an emerging trend towards H2 combustion engines, 
surge prediction has become a major engineering challenge; traditional methods of turbocharger match-
ing need to be extended to the new energy balance in the H2 engine inlet and outlet. 

Metamodels, also known as surrogate models, can be helpful in the development of compressors, but 
are currently only of limited use due to the comparatively small design space available and the resulting 
numerical instabilities. 

In this paper, a novel, metamodel-based approach is introduced that overcomes this limitation. The test-
based metamodel is first numerically stabilized for low mass flow rates using an analytically derived 
boundary condition. In the second step, an analytically derived function is coupled with the metamodel 
to allow extrapolation towards lower mass flow rates where insufficient test data is available. The ap-
proach is compared with RANS, URANS and test bench data. Measurements show approximately 2% 
deviation in pressure ratio and approximately 2% efficiency deviation for the new approach compared 
to the test bench data at last stable point, while being of 4 orders of magnitude faster than a comparable 
URANS simulation. 

This opens the way for early 1D engine surge simulations, which are especially important for the suc-
cessful development of H2 combustion engines while at the same time this method supports current 
engine platforms. 

Notation 
HGTR Hot gas test rig 

𝑚̇ Mass flow rate 

r Radius 

𝑅 Gas constant 

𝑊 Work 

𝛾 Ratio of specific heats 

𝜂 Adiabatic efficiency 

𝛱 Pressure Ratio 

𝜔 Angular velocity 

Subscripts 
ref Referenced value 

T Total 

1 Compressor inlet / wheel inner diameter 

2 Compressor outlet / wheel outer diameter 
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1. Introduction
Compressor surge is a violent flow phenomenon that can severely damage the compressor, the 

piping system, and the surrounding components in flow systems such as turbochargers and gas tur-
bines. Although research can be traced back to the 1920s, surge is still difficult to be accurately predicted 
[1]. 

Turbocharger compressors for heavy-duty diesel engines achieve adiabatic efficiencies of over 
80% [2] but must become more efficient to meet fuel economy targets and emissions requirements. In 
general, improvements in efficiency result in a reduction in the surge margin. Consequently, surge mar-
gin has emerged as a significant challenge in the field of compressor development.  

This is the case in the context of new green technologies such as H2 ICE, which must achieve 
an adequate level of efficiency from the outset to be attractive to customers. Due to restrictions like 
knocking sensitivity and air-fuel-mass ratio resp. emission limitations, hydrogen engines may not reach 
the specific torque level of diesel engines. Thus, they may require a wider engine speed range than 
diesel engines to ensure the same drivability. Therefore, the compressor map width has become even 
more important.

As the cost of computing power has decreased significantly and dozens of different compressors 
have been developed over the years, surrogate modelling, also known as metamodeling, has become 
a commonly used tool [3,4]. One of its major drawbacks is the lack of physical models embedded in the 
tools, which makes them less accurate. This is particularly when one gets closer to the limits of the 
design space or when there is not enough data available for training the tool. This can lead to undesir-
able response surface behaviour that prevents appropriate optimisation and use of the model. As surge 
is an inherent boundary of the design space, metamodeling could not be applied, thus precluding the 
use of 1D simulations of engine surge in the early design stages. 

In this paper, a new method is proposed that overcomes this limitation by extending the design 
space with analytically derived boundary conditions. In the first section, the methodology is derived. 
Then, URANS simulations are performed to obtain additional points in the unstable region. Subse-
quently, the data is employed to substantiate the efficacy of the methodology and to ascertain its preci-
sion. Finally, the predictive capacity of the method is evaluated and compared with measurements ob-
tained from the hot gas test bench. 

2. Metamodeling
In the following sections, different (meta-)models are derived. All metamodels use the same test 

bench data as training data. The models are multi-dimensional and connect geometric parameters, tip 
speed and the mass flow rate with the corresponding output variable: 𝑦 = 𝑓(𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑦,  𝑢𝑡𝑖𝑝,  𝑚̇) . Geo-
metric input parameters were excluded from the model when no statistically relevant influence was 
found. 

2.1 Compressor Designs and Data Acquisition 

Two relevant geometries, Compressor A and B, are shown in Fig. 1. Both compressors deliver 
the same choke mass flow rate at maximum compressor speed and are designed for a 6 cylinder, 13l 
on-highway heavy-duty Diesel engine. Table 1 gives an overview of the compressor geometry charac-
teristics.  

Fig. 1. Comparison of Compressor A and B 

(a) Impellers A and B (b) Cross-section fluid volume Compressor A and B
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Table 1. Compressor geometry characteristics 

Compressor A Compressor B 
Blades 7+7 7+7 
Inlet diameter (mm) 64 64 
A/R-Ratio Linear Linear 
Design speed range (rpm) 40.000-120.000 40.000-120.000 
Casing treatment No No 

All compressor performance data was measured at Daimler Truck AG´s internal Hot Gas Test 
Rig (HGTR). The HGTR is a fully automated, environment-controlled test rig allowing maximal repeata-
bility which is compulsory for metamodeling. Surge is detected when the transient compressor outlet 
static pressure exceeds 5% of the sliding averaged value. During data acquisition, additional stability 
criterions such as temperature and speed are continuously monitored to assure a proper quasi-steady 
measurement. The HGTR is fully compliant to the measurement accuracies defined in SAE Standard 
J1826 [5]. 

2.2 Pressure Ratio Metamodel Stabilization 

A metamodel, solely based on test bench data, is shown in Fig. 2 as grey speedlines. Its Coef-
ficient of Prognosis (CoP) [6, 7] was found to be superior to other metamodels, although it was carefully 
checked that this was not due to overfitting.  

The metamodel generally follows its training data ("Test" in the figure), but there are deviations 
in the choke mass flow. This is due to the steep slope of the compressor curve, which is a common 
problem in metamodeling. Choke is a crucial parameter in compressor design but can be accurately 
predicted using RANS. Hence, choke range is not of interest for the methodology presented here, and 
this effect is not investigated further. 

On the left-hand side of the training data, or what can also be described as the unstable region 
of the compressor on the test bench, the metamodel estimates an increase in the pressure ratio before 
the typical positive slope develops. Any surge calculation based on this metamodel is therefore very 
inaccurate and not useful in any kind of development. To suppress the unphysical behaviour, additional 
support points must be added. This could be done by measurements in the unstable region. In the past, 
some authors [8, 9] have succeeded in achieving this for small automotive compressors. However, the 
compressors considered in this study are three times larger and Gharaibeh [10] concludes that meas-
urements for such sizes are not feasible. 

Fig. 2 Test data and Metamodel- Compressor A 

Unstable region 

Choke 
Test data available 
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In the absence of experimental data, it is necessary to use data obtained by calculation. This is 
generally considered a poor approach, as the discrepancies between calculations and experiments de-
grade the accuracy of the metamodels. Consequently, the calculated support points should be situated 
at a considerable distance from the region of interest, in order to stabilise the metamodel without affect-
ing its prediction accuracy in the region of interest. 

The Radial Equilibrium Theory (RET) is employed by several authors [8, 11, 12, 13] to calculate 
the pressure ratio of the compressor at zero mass flow, as illustrated in Eqn. 1. Consequently, it can be 
regarded as a suitable boundary condition for the metamodel. Dehner et al. [13] propose the use of a 
constant multiplier 𝐾 to enhance the alignment between calculations and measurements.  

Π𝑇𝑇,0 = 𝐾 [1 + 𝛾−1
2𝛾𝑅𝑇1

𝜔2(𝑟2
2 − 𝑟1

2)]
𝛾

𝛾−1 (1) 

In the case of the metamodel, this parameter can additionally be used to improve its prediction 
accuracy. Therefore, an optimization, Eqn. 2,3, is introduced, with 𝑓(𝑚̇𝑟𝑒𝑓 , 𝐾) being the metamodel and 
𝑔′ (𝑚̇𝑟𝑒𝑓) being the measured Π𝑇𝑇 -curve. Figure 3 shows the optimization procedure. 

min
𝐾=0.9…1.1

(|∆𝑚̇𝑟𝑒𝑓|) (2) 

∆𝑚̇𝑟𝑒𝑓 = [𝑓 ′ (𝑚̇𝑟𝑒𝑓 , 𝐾) = 0] − [𝑔′ (𝑚̇𝑟𝑒𝑓) = 0] (3) 

Fig. 3 Metamodel optimization procedure 

The procedure is implemented in Ansys OptiSlang and a variant of the Nelder-Mead SIMPLEX 
algorithm [14] is used to find the optimal solution. The programme flow chart is shown in the annex. The 
optimisation took 109 iterations to converge, with 𝑚̇𝑟𝑒𝑓 reduced to 35% of its original value. 𝐾 is 1.089, 
which is within the range of the work of Dehner et al. [13]. This indicates that the optimisation is not a 
tuning overfit, but rather based on physical effects that cannot be modelled with the RET. The optimised 
metamodel is depicted in green in Fig. 4. The graph illustrates how the applied boundary condition 
effectively suppresses the numerical overshoot in the unstable region. Instead of maintaining the nega-
tive slope, the metamodel develops a positive slope and drops almost linearly in the direction of the 
introduced boundary condition at a mass flow of zero. 

The optimisation of 𝐾 also demonstrates the predicted enhancements in the precision of the 
metamodel within the stable operational range of the compressor. This is most apparent for the second 
speed line, where the prediction of the metamodel is well within the measurement accuracy of the test 
rig. Additionally, the general response surface has become more uniform. 

At the highest speed line, an overshoot can be identified, which is attributable to the fact that 𝐾 
is dependent on the compressor speed [13]. Nevertheless, the overshoot remains within 1.5% of the 
measured value, which is within the same range as the deviation of the unconstrained metamodel due 
to its coarser response surface. 

2.3 Analytical Extrapolation 

Although the metamodel has improved significantly, the response surface does not necessarily 
represent the true quasi-steady behavior. The few successful measurements of the unstable region 
indicate a third-order polynomial shape, with a low point at zero mass flow [8]. This observation contra-
dicts the stabilized metamodel, which has an almost constant gradient. In certain applications, linear 
extrapolation is employed as it has minimal impact on the modelling of surge [15], but here the pressure 
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ratio is later used to calculate the efficiency. Thus, the third-order polynomial equation (4) of Moore and 
Greitzer [16] is coupled with the tuned metamodel.  

Π𝑇𝑇 =  Π𝑇𝑇,0 + 𝛽 [1 + 1.5 (𝑚̇𝑟𝑒𝑓

𝜙
− 1) − 0.5 (𝑚̇𝑟𝑒𝑓

𝜙
− 1)

3
] (4) 

Its determining parameters are calculated on the basis of the constrained metamodel and are 
individual for each compressor design. The final result can be seen as the dark blue line in Fig. 4.  

2.4 Efficiency Modeling 

A metamodel of efficiency faces two significant challenges: firstly, the problem of identifying an 
appropriate boundary condition, and secondly, the difficulty of evaluating the overall shape of the re-
sponse surface in the unstable region. As the value in question is the result of a calculation, it can be 
obtained from other, more direct parameters, which provide a more reliable and robust solution. Re-
calling Eqn. 5 for the isentropic efficiency and considering the metamodel for the pressure ratio, the only 
unknown variable is the total temperature at the compressor outlet, 𝑇2𝑇. However, this variable cannot 
be modelled directly, as 𝑇2𝑇 is not defined at a mass flow of zero. Nevertheless, it can be derived using 
the definition of shaft work, 𝑊𝑆ℎ𝑎𝑓𝑡, as given in Eqn. 6. The equation for the shaft energy also provides 
a boundary condition for a mass flow of zero. 

𝜂 = 𝑇1𝑇

𝑇2𝑇−𝑇1𝑇
[(𝑝2𝑇

𝑝1𝑇
)

𝛾−1
𝛾 − 1]  (5) 

𝑊𝑆ℎ𝑎𝑓𝑡 = 𝑚̇𝑟𝑒𝑓𝑐𝑝(𝑇2𝑇 − 𝑇1𝑇) (6) 

The combination of Eqn. 5 and 6 leads to Eqn. 7. Since 𝑐𝑝 is dependent on 𝑇2𝑇, the equation is 
solved iteratively. 

𝜂 = 𝑇1𝑇𝑚̇𝑟𝑒𝑓𝑐𝑝

𝑊𝑠ℎ𝑎𝑓𝑡
[Π𝑇𝑇

𝛾−1
𝛾 − 1]  (7) 

Several algorithms, including Polynomial Regression, Kriging and Deep Learning, were com-
pared in terms of their CoP value and the general form of their response surface. The response of the 
metamodel and a comparison between predicted and measured shaft work is shown in Fig. 5. 

Fig. 4 Constrained and coupled Metamodels- Compressor A 
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Fig. 5. Shaft work metamodel and HGTR measurement – Compressor A

As with the Π𝑇𝑇- metamodel, the applied boundary condition stabilises the response surface 
over a wide range of the compressor map. If the deviations due to the steep gradient in the choke area 
are not taken into account, the metamodel is within the measurement accuracy of the test rig. Since 
the efficiency calculation is based on two metamodels, the final result is presented and discussed in 
Chapter 4. 

3. URANS Simulation
The CFD URANS (unsteady RANS simulation) is set up on the basis of two criteria: computa-

tional complexity and accuracy. The aim is to achieve a good level of accuracy without making compro-
mises, while taking into account the computational time required to achieve this accuracy. The Navier-
Stokes equation is solved using the transient realisable 𝑘 − 𝜖 RANS model.  

The transient character of the model is defined by the temporal discretisation and the motion of 
the impeller. An implicit unsteady, second order temporal discretization scheme with 40 inner iterations 
is used. The time step for the simulation is a 10-degree rotation of the compressor, and the movement 
of the rotor is modelled with Rigid Body Motion (RBM) using a fixed mesh. This is due to the fact that 
the aim of the simulation is to capture global performance parameters in a compressor setup that is still 
stable due to its lack of up- and downstream volume.  

The mesh discretizes the full-annulus model to approximately 8 million cells, with the critical 
regions around the impeller blades refined. Polyhedral volume mesh is used with a prism layer mesh for 
the boundaries. The wall y+ across the domain ranges between 30 to 80. 

 A mesh independence study is conducted to gain confidence in the sensitivity of the mesh to 
the performance parameters. The mesh sizes were varied by +34%, +16%, baseline, -10%, -16%. Fig-
ure 6 demonstrates that the performance parameters remain unchanged with different mesh sizes. 
These findings are in line with a previous investigation that uses the same spatial discretization method 
and extends the mesh size to more than 25 million cells [3]. 

The domain is divided into three main areas: axial (from inlet to rotor), rotor (impeller with cas-
ing), and radial (diffuser to outlet). The inlet is modelled as a pressure outlet and the outlet as a mass 
flow inlet, where the mass flow is defined as a boundary condition. For further details on the general 
setup, please refer to [3].  
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To quantify the discrepancy between URANS and the measurement, a URANS simulation is 
conducted for compressor A at the last stable test bench point of the second speed line at a normalised 
mass flow of 0.255 and 76% compressor speed. The results indicate that the deviation in Π𝑇𝑇 is -0.7% 
and in efficiency -3.1% (normalised), suggesting that URANS underestimates the performance of the 
compressor. These deviations can be most probably explained by the adiabatic modelling and the larger 
time step.  

Four URANS simulations were conducted to assess the efficiency of the method, which is pre-
sented in the following two chapters. For compressor A, URANS No. 1 and No. 2 were performed for 
normalised mass flow rates of 0.38 and 0.47, respectively, with compressor speeds of 76% and 85%. 
For compressor B, URANS No. 3 and No. 4 were employed, with normalised mass flow rate of 0.22 and 
compressor speeds of 76% and 85%.  

4. Validation of the Methodology
The methodology is validated by running the metamodel in regression mode, using Compressor 

A. This enables the prediction errors of the metamodel to be minimized and the coupling of the methods,
their accuracy and form to be evaluated. Figures 7 and 8 show the metamodels and the URANS simu-
lations in a pressure and efficiency map.

Fig. 7. Metamodel regression and HGTR result- pressure ratio, Compressor A 

URANS 1 

URANS 2 

URANS – last stable 

test bench point 

(a) Mesh independence study (b) CFD mesh

Fig. 6. Computational domain and mesh independence study 
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The derived Π𝑇𝑇 -model follows the measurements within measurement accuracy for the second 
speed line. The transition point at which the metamodel transitions to the analytical equation is smooth 
and imperceptible. Furthermore, the calculated curve is within the measurement accuracy of the test rig 
results, thereby corroborating the validity of the coupling. 

The URANS simulations, in which all downstream pipes were removed to obtain a "stable" so-
lution in the otherwise unstable regime, demonstrate only minor differences in comparison to the new 
methodology. URANS No. 1 is almost on point with less than 1% deviation in the pressure ratio, while 
URANS No. 2 shows a deviation of 2%. This deviation is related to the fact that the metamodel for the 
high velocity is at the edge of its design space. This becomes clear from the difference between regres-
sion and measurement, leading to the conclusion that the methodology is valid for Π𝑇𝑇. 

The calculated efficiency exhibits a maximum deviation of 1.8% (normalized), which is observed 
at the optimal operating point. The error is reduced to the measurement accuracy at the last stable test 
bench point. Once more, the maximum deviation is observed at the highest compressor speed, which 
is related to the limitation of the Π𝑇𝑇- metamodel design space. It is most accurate at the lowest speed. 

The URANS simulations demonstrate a high degree of agreement with the extrapolation tech-
nique. The normalized deviation is 3% for the second speed line and 1% for the highest speed, which 
are within the deviation between URANS and the test rig at the last stable point. 

Fig. 8. Metamodel regression and HGTR result – efficiency, Compressor A 

5. Suitability for Prediction
Following the confirmation of the model’s regression capabilities, the prediction was tested with 

compressor B, which was excluded from the training data. This compressor design exhibits an improved 
surge margin and a distinctive bend in the surge line at higher speeds, which is generally considered to 
be a surge trigger switching point [17]. The results are presented in Fig. 9.  

The constrained Π𝑇𝑇-metamodel demonstrates a high degree of agreement with the measure-
ments. The pressure ratio is slightly overestimated, but the constrained model follows the measurements 
with an almost constant offset in the area of interest. However, the constrained model does not agree 
well with the results of the URANS simulations, which is most obvious for the last speed line. 

The coupled metamodel agrees well with the URANS results but shows an unfavorable slope 
in the surge critical region when compared to test bench data. This is most obvious for the second speed 
line, where the measured and predicted curve intersect. It is therefore concluded that the coupled met-
amodel should not be used in an attempt to improve the accuracy of the model in the most critical area 
for test bench and engine surge. 

URANS 1 URANS 2 

URANS – last stable 

test bench point 
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A speed line obtained by RANS CFD is also included in the figure. In the numerically stable 
region, the RANS speed line is comparable, or more accurate, than the model; the accuracy improves 
as the operating points shift closer to the compressors design point. Nevertheless, the RANS becomes 
numerically unstable for mass flows below 0.4, rendering it incapable of providing any useful information 
in the vicinity of surge. 

Fig. 9. Metamodel prediction and HGTR result- pressure ratio, Compressor B 

The efficiency prediction based on the constrained metamodels is in good agreement with test 
data for the last two speed lines, but there is a discrepancy for the first one.  

Fig. 10. Metamodel prediction and HGTR result- efficiency, Compressor B 

An error analysis indicates that this is due to uncertainty in the shaft work metamodel, which 
overestimates the shaft work by 8% for the first speed line. Consequently, 𝑇2𝑇 is overestimated, resulting 
in a maximum decrease in normalized efficiency of 6%. The overestimation is a consequence of the 
diabatic nature of the test bench, which is most pronounced at low compressor speeds. This 
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phenomenon has been demonstrated, among other studies, by Haug [18]. This, in turn, affects meas-
urement accuracy and introduces noise into the training data, reducing the metamodels' accuracy. Nev-
ertheless, it is notable that the shape of the response surface closely aligns with the measurements for 
all speed lines, particularly in the surge region. 

6. Conclusions
This paper presents a method for extending the design space and hence the reliability of meta-

models for compressor map prediction. The method is based on the RET and uses 𝐾 as an optimization 
parameter to stabilize the Π𝑇𝑇-metamodel. It is further investigated whether an analytical function im-
proves prediction accuracy. Compressor efficiency is calculated via shaft work, which provides a natural 
boundary condition for zero mass flow. 

The findings indicate that the model is of order O4 faster than a comparable URANS simulation 
and can predict compressor maps in less than a minute. Its accuracy is comparable to URANS simula-
tions in the vicinity of surge, and, if the coupled model is considered, it is also comparable to URANS 
simulations in the deep unstable area. The analysis also showed that the RANS simulations were not 
able to capture the compressor characteristics in the vicinity of surge, thus significantly reducing their 
suitability as a source for engine surge simulations. 

A comparison with test data showed that the method can accurately predict the pressure ratio. 
The efficiency prediction agrees well with the measurements. The slightly larger deviations compared 
to the pressure ratio prediction are due to an error summation of the two underlaying metamodels.  

The coupled model was found to be accurate for standard high-efficiency compressors and 
showed little deviation to URANS simulations in the unstable area. However, it was observed that the 
use of surge-optimized geometries resulted in an unfavorable deviation. Consequently, it is recom-
mended that the constrained metamodel be used, although this may introduce significant errors in the 
deep unstable area of the compressor. 

Further work will be conducted on the implementation of the methodology into a one-dimen-
sional engine simulation code and the validation of the model with transient engine test bench data. 
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Fig. 4 Metamodel optimization flow chart 
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Abstract. Oxymethylene dimethyl ether (OMEn), if produced from a renewable source, can reduce “well-
to-wheel” CO2 emissions. In-cylinder optical imaging described in the recent literature showed that no 
bright luminous flames are observed in neat OMEn combustion. On the other hand, some exhaust emis-
sion tests have reported that particulate matter (PM) can be detected after neat OMEn combustion. 
Whether soot is formed from neat OMEn combustion in diesel engines has been unclear. In this study, 
we examined the conditions under which soot is formed from neat OME3-5 combustion in a diesel engine. 
To this end, we used in-cylinder imaging, 3-dimensional CFD simulation, and 0-dimensional detailed 
chemical reaction calculation. We compared two cases of pilot fuel injection; a base case (‘Base’), with 
a small amount of pilot fuel, and a second case (‘Soot’), in which the pilot fuel amount was quadrupled 
to raise the in-cylinder average temperature at the beginning of the main injection up to 1250 K. The 
CFD code AVL-FIRE with the improved ECFM-3Z+ combustion model was used to calculate the inter-
mediate species (C2H2, polycyclic aromatic hydrocarbons (PAH), H2, etc.) and correctly determine the 
trajectory of the fuel in the rich region on the -T map. A detailed decomposition reaction model for 
OME3 based on molecular dynamics and first-principles calculation was combined with detailed soot 
formation/oxidation models to determine the PAH formation on the grid points of the -T map. In-cylinder 
imaging showed that luminous flames appeared in the Soot case but did not appear in the Base case. 
In the Soot case, the PAH distributions calculated using 3D-CFD were in good agreement with the 
measured luminous flame distributions. The calculated equivalence ratio and temperature in each cell 
were plotted on the -T map of acepyrene formation determined by the 0D detailed chemical reaction 
calculation. In the Soot case, PAH is formed from OME3-5 combustion if the trajectory of the fuel on the 
-T map crosses the acepyrene formation region, while the trajectory of the fuel in the Base case does 
not cross the acepyrene formation region. 

1. Introduction
E-fuels, which are manufactured using captured carbon dioxide together with hydrogen obtained from
water split by sustainable electricity sources, have received considerable attention in recent years as an
option for reducing transport-related CO2 emissions. E-fuels are recognized as being a viable method
of renewable energy storage over the medium and long term. OMEn (Oxymethylene dimethyl ether) has
been the subject of research as the e-fuel for diesel engines, especially in Europe. OMEn is a hydrocar-
bon having the chemical structure CH3-O-(CH2-O)n-CH3. OME3-5, a mixture of OMEn where n varies from
3 to 5, is liquid under normal atmospheric pressure, having similar evaporation characteristics to con-
ventional diesel fuel. It also has a similar Cetane number to fossil diesel fuel. Several authors have
reported that OMEn can overcome the soot-NOx trade-off since OMEn is an oxygenated fuel and it has
a lower heating value (LHV) that is lower than that of diesel [1-4]. The authors also evaluated OME3-5
fuel under middle-speed, medium-load conditions using a single-cylinder engine, and reported the sim-
ultaneous soot-NOx emission reduction, shown in Figure 1 [5]. Figure 2 compares the mass fraction
distributions in a combustion chamber using OME3-5 and diesel fuel with an EGR ratio = 0 on the -T
map, which explains the simultaneous soot-NOx emission reduction.

The literature reports that no luminous flame emitted by the formed soot was observed with 
OMEn in either optically accessible engines or constant-volume vessels [6-10]. Pastor et al. observed 
the in-cylinder combustion of OMEn fuel at 7.5 bar IMEP [6, 7]. They applied two-color pyrometry under 
the same exposure conditions as diesel fuel combustion, but no KL value was detected from the OMEn 
combustion. Wiesmann et al. also observed the in-cylinder combustion of OMEn in order to analyze the 
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ignition and combustion characteristics of OMEn. They applied multi-spectral high-speed imaging of the 
chemiluminescence which was captured simultaneously in the UV (OH*) and the blue (CH*) channel. 
Their analysis, coupled with 3D-CFD simulation, indicated that the soot production potential of OME is 
very limited [9]. On the other hand, some exhaust emission tests revealed that particulate matter (PM) 
can be detected after OMEn combustion [1, 11]. Pellegrini et al. reported that PM emission was meas-
ured while the amount of PM decreased considerably from that produced by the combustion of diesel 
fuel [1]. Münz et al. carried out a comparison of particle size distribution for diesel fuel and OMEn at 1500 
rpm and 4 bar IMEP [11]. Their results showed that the number of particles of around 10 nm diameter 
produced from OMEn was greater than that produced from diesel fuel. These measured PM (soot) emis-
sions do not coincide with the in-cylinder observations made by Pastor et al. Whether soot is formed 
from OMEn combustion in diesel engines has been unclear.  

In the present study, we aimed to examine whether soot is formed from OMEn combustion in 
diesel engines, and quantitatively detected the conditions under which soot is formed. We used in-cyl-
inder imaging, 3-dimensional CFD simulation, and 0-dimensional detailed chemical reaction calculation. 
We compared two cases; a base case (‘Base’), with a small amount of pilot fuel, and a second case 
(‘Soot’), in which the pilot fuel amount was quadrupled to raise the in-cylinder average temperature at 
the main injection, which is illustrated by the red arrows and curves in Figure 2 (right). AVL-FIRE was 
used for the 3D-CFD simulation. The calculated equivalence ratio  and temperature in each cell of the 
3D-CFD simulation were displayed on the -T map. A modified ECFM-3Z+ combustion model was used 
to calculate the intermediate species (PAH, H2, etc.) and correctly determine the trajectory of the fuel in 
the rich region on the -T map. A detailed decomposition reaction model for OME3 based on molecular 
dynamics and first-principles calculation was combined with detailed soot formation/oxidation models to 
determine the PAH formation on the grid points of the -T map. 

2. Methodology

2.1 In-cylinder Imaging 

Table 1 lists the properties of the fuels tested in this study [5]. The mass composition of OME3-5 is 58% 
OME3, 29% OME4, and 11% OME5. A Bowditch-type optically accessible engine with an elongated pis-
ton [12] was used to visualize the combustion of OME3-5. Table 2 lists the specifications of the optical 
engine which has the same bore and stroke as the metal single-cylinder engine for emission tests used 
in our previous study [5]. The compression ratio is 15.2, close to that of the metal engine (15.9). The 
same solenoid injector and nozzle were used. The engine speed was set to 1200 rpm to extend the 
duration around TDC to enhance the soot formation, while the engine speed in the previous study was 
2400 rpm.   

Figure 3 shows the optical system for the reflecting shadowgraph which visualizes the motion 
of the sprays. The bottom surfaces of the cylinder head and valves are chrome plated to reflect a parallel 
light beam which is transmitted through a flat bottom-view sapphire window (supplied by KYOCERA). 

Fig. 1. NOx - Soot trade-off at speed = 2400 
rpm and IMEP = 1.2 MPa, variation of EGR rate 

[5] 

Fig. 2. Mass fraction distributions in combustion cham-
ber using OME3-5 and diesel fuel with EGR ratio = 0 on -T 

map [5] 
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Images were acquired using a high-speed camera (Photron SA1.1) operating at 20,000 fps. A halogen 
lamp was used as the source of the parallel light beam for the shadowgraph imaging. In addition to the 
shadowgraph imaging, a direct-photograph method was used to capture the natural chemiluminescence 
after ignition. Fuel injection was carried out over 20 cycles. A skip-firing operation was used to eliminate 
the effects of any residual gas: after each cycle in which fuel was injected, the optical engine was run 
without any fuel being injected for three cycles. The camera was triggered by the driving pulse of the 
first pilot injection. Images were averaged over 20 cycles at the same crank angle, to eliminate the cycle-
to-cycle fluctuation. 

2.2 3-dimensional CFD Simulation 

AVL Fire v2020 was used to calculate the in-cylinder spray development and combustion process. The 
calculated equivalence ratio  and the temperature in each cell of the 3D-CFD simulation are displayed 
on the -T map. Table 3 shows the sub-models of 3D-CFD calculation. A combustion model for OMEn 
has not been implemented in FIRE code, while detailed chemical reaction models of OMEn consisting 
of hundreds of reactions have been proposed by some researchers [13-18]. We applied the ECFM-3Z+ 
combustion model coupled with the phenomenological soot kinetics (PSK) model, shown in Figure 4, to 
calculate the flame temperature accurately in the high equivalence ratio region on the -T map. The 
carbon atoms of the fuel molecule are transformed into ethylene (C2H4), then acetylene (C2H2) is formed 
from C2H4. In our previous study using a 3D-CFD simulation of conventional diesel combustion using 
diesel fuel, we improved the ECFM-3Z+ model by replacing CO + O2  CO2 + O to CO + OH  CO2 + 
H [19]. In this study, the number ratio of C, H, O atoms in OME3-5 and the standard enthalpy of formation 
were input as the model parameters of the ECFM-3Z+ model. The equivalence ratio for each cell was 
calculated from the number of C, H, O atoms in each cell using equation (1), thus taking the oxygen in 
the OME3-5 fuel into account.  

(1) 

The phenomenological soot kinetics (PSK) model calculates the formation of polycyclic aromatic 
hydrocarbon (PAH) from C2H2, which is also one of the main chemical species of soot surface growth, 

Table 1. Properties of the tested fuels [5] Table 2. Operating point and engine parameters 

Fig. 3. Optical set-up for reflecting shadowgraph and direct photograph 

Bore x Stroke 86 x 96 mm

Compression Ratio 15.2

Nozzle 0.119 mm x 9 hole

Engine Speed 1200 rpm

Injection Pressure 140 MPa

Fuel OME3-5

EGR Rate 0%

PTDC @Motoring 6 MPa
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is formed through the decomposition process of fuel. The PSK model does not calculate soot as particles 
but simply as a gas-phase species C50, while the 0D detailed chemical reaction calculation, described 
later, calculates soot particle formation and oxidation. The PSK model treats PAH as a virtual gas-phase 
species C25, while the 0D detailed chemical reaction calculation contains many types of PAH from 2-
ring PAH up to 6-ring PAH, explained later. In our previous study addressing conventional diesel com-
bustion using diesel fuel, the overestimated soot oxidation by O2 was inhibited [19]. 

The flame temperature must be calculated correctly for the high equivalence ratio region on the 
-T map. Figure 5 illustrates the problems associated with the conventional soot-NOx -T map proposed 
by Akihama et al. [20]. The most significant problem is the overestimated flame temperature in the high 
equivalence ratio region calculated using KIVA code with a single-step combustion model in which the 
carbon atom in the fuel is directly transformed into CO2. The temperature in a rich mixture is lowered by 
heat absorption by intermediate species, such as CO, C2H2, and H2. This overestimated flame temper-
ature makes the soot peninsula too narrow. The red curve in Figure 5a shows the estimated fuel trajec-
tory considering intermediate species which does not pass through the outline of the narrow soot pen-
insula. The contour lines of the narrow soot peninsula gave rise to the misunderstanding that the amount 
of soot formed decreases as the O2 concentration falls from 21% while a further decrease in soot oxi-
dation increases the exhaust soot emissions. When the O2 concentration falls from 21%, the trajectory 
of the fuel on the -T map shifts toward the lower temperature and the maximum altitude of the soot 
yield on the trajectory falls, regardless of which intermediate species are considered (Figure 5b). In 
reality, however, the amount of soot formed in the diesel spray flame increases as the O2 concentration 
decreases from 21%. Figure 5c shows the soot (KL) distributions in a quasi-steady diesel spray flame 
as measured by two-color pyrometry [21]. Aronsson et al. showed that the amount of soot formed is 

Table 3. Sub-models of 3D-CFD calculation 

Fig. 4. Phenomenological soot kinetics (PSK) model 

Fig. 5. (a) Conventional soot-NOx -T map devised by Akihama et al.[20]. The overlaid red curve 
shows the estimated flame temperature in which intermediate species are taken into account. (b) 

Problem with conventional soot-NOx -T map. The contours of the soot yield cannot explain the in-
crease in the amount of soot formed by the spray flame as the oxygen concentration decreases (c) 

[21] 

PAH Formation

Soot Nucleation

Growth & 
Coagulation

PAH Oxidation

Soot
Oxidation

Spray Break-up Primary: Core Injection
Secondary: Wave

Evaporation Dukowicz

Combustion ECFM-3Z+ (Modified)

Soot Formation & 
Oxidation

Phenomenological
Soot Kinetics (Modified)
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proportional to the residence time of the fuel elements under the soot formation condition, and concluded 
that the residence time is more important than the soot formation rate and the soot yield on the -T map 
[22]. 

Therefore, the improved soot -T map shown in Figure 6 was proposed for the analysis of the 
soot formation/oxidation process in diesel combustion [23, 24]. To quantify the residence time of the fuel 
elements under the soot formation condition, the narrow soot peninsula was maximized by replacing the 
soot yield with the soot particle diameter. Instead of contour lines for the of NO mole fraction, contour 
lines for the OH mole fraction were implemented to show the border between the soot formation and 
soot oxidation on the -T map. The borderline between the soot formation and soot oxidation is clearly 
visible, consisting of a horizontal line in the lower-temperature region and a rising line in the higher-
temperature region. Figure 6b shows the contours for C2H2 and acepyrene representing PAH. The con-
tour for acepyrene, which indicates the soot nucleation, is to the left of the peak line of the soot peninsula, 
at 2000 K. The contour for C2H2 spreads on the upper-left side of the borderline between soot formation 
and oxidation, which indicates that soot surface growth by C2H2 continues until the fuel element reaches 
the borderline. The soot formation/oxidation processes can be divided into four stages along the flame 
temperature curve; (1) the over-rich stage in which soot cannot form due to the temperature being too 
low, (2) the soot formation stage in which soot formation overwhelms soot oxidation, (3) the competitive 
stage between soot formation and soot oxidation, (4) the soot oxidation stage, beyond the borderline, 
where only soot oxidation occurs. The process crossing the soot peninsula is divided into two stages by 
the peak line of the soot peninsula, at 2000 K. 

Figure 7 shows the improvement in the fuel trajectory on the -T map resulting from improving 
the ECFM-3Z+ model. In our previous study [5], the 3D-CFD simulation shown in Figure 2 was carried 
out using the ECFM-3Z model which calculates the oxidation of the carbon atoms in two steps. The 
carbon atoms in the fuel are transformed into CO, then the CO is oxidized by OH. The ECFM-3Z model 
overestimates the temperature in rich mixtures, while it is lower than that calculated by the single-step 
reaction model. We switched the combustion model from the ECFM-3Z model to the ECFM-3Z+ model 
coupled with the PSK model. The improved ECFM-3Z+ model with a multi-step reaction can calculate 
better flame temperature in the rich mixture, as shown in Figure 7. 

Fig. 6. (a) Improved soot φ-T map for soot formation/oxidation analysis [24]. The contours of the soot 
particle diameter and species mole fraction were determined from the φ-T map calculation by 

Akihama et al.[20], (b) Contours of acetylene (C2H2) and acepyrene (PAH) 
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Fig. 7. Improvement of fuel trajectory on the -T map resulting from improvements in 
ECFM-3Z+ model [19] 

2.3 0-dimensional Detailed Chemical Reaction Calculation on -T Map 

Some detailed chemical reaction models for the oxidation of OMEn fuels have been proposed, OME3 by 
Sun et al. [13], OME3 by Ren et al. [14], and OME2-4 by Cai et al. [15]. As reviewed by Fenard et al. [25], 
these detailed OMEn reaction models are based on extrapolations from the already-known DME and 
DMM reaction models. In our previous study, a detailed chemical reaction model for predicting the soot 
formation process from OME3 was developed using molecular dynamic (MD) simulation based on the 
first-principles calculation [26]. The initial decomposition processes of OME3 within 10 ns after the onset 
of combustion were calculated under various -T conditions. An example of the initial conditions, shown 
in Figure 8, features a mixture of OME3 and air including 240 OME3 molecules and 144 O2 molecules ( 
= 3) in a 130-Å cubic cell. The number of OME3 molecules was increased to 240, which was determined 
to be sufficient. The mixture temperature condition was swept from 1600 to 3500 K. A detailed decom-
position reaction model for OME3 was extracted from the MD simulation and it was combined with the 
conventional soot formation/oxidation models [27] to form a soot formation/oxidation model for OME3 as 
shown in Figure 9. Then, the calculation of PAH and soot formation from OME3 by using this combined 
model was carried out on the grid points of the -T map. 

Fig. 8. Unit Cell of Molecular Dynamics (MD) 
Simulation [26]  

Fig. 9. Outline of 0D Detailed Soot Formation Model 
[26]
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3. Results

3.1 In-cylinder Imaging 

The injection patterns in the two cases, namely, the Base and Soot cases, are shown in Figure 10 
together with the histories of the in-cylinder pressure, heat release rate, and estimated temperature. The 
estimated temperature was calculated from the in-cylinder pressure and measured intake gas amount. 
In the Base case, which almost reproduced the in-cylinder condition at the start of the main injection of 
the experiment in our previous study [5], a single pilot fuel with 4 mm3/st was injected at -20° ATDC. In 
the Soot case, the fuel amount of the 1st pilot injection was doubled to 8 mm3/st and a 2nd pilot injection 
with the same amount of fuel was added. The total amount of pilot injections was quadrupled to raise 
the in-cylinder temperature at the start of the main injection, which enhances the soot formation. The 
main injection timing at -5° ATDC was optimized in our previous study. The fuel volume of the main 
injection (25 mm3/st) was smaller than that used in our previous study. This was done for safety reasons, 
lessening the maximum in-cylinder pressure in the Soot case. The in-cylinder temperature at the start 
of the main injection in the Soot case was raised to 1250 K, while that in the Base case was 980 K. 

Fig. 10. Injection pattern, in-cylinder temperature, 
pressure, and rate of heat release in both cases (Ex-

periment) 

The results of shadowgraph imaging and natural luminescence imaging for the Base case are 
shown in Figure 11, which are averaged images for 20 cycles at the same crank angle. The crank angle 
is displayed above each image. Shadowgraph images show the spray motion of the 1st pilot and the 
main injection. After the ignition timing, the displayed images were switched from shadowgraph image 
to natural luminescence images. During the main combustion from -3.2 to 0.4°ATDC, there was no 
luminous flame emitted from the soot particles, and only a blue flame appeared.  

Figure 12 shows shadowgraph images and natural luminescence images for the Soot case in 
which the pilot injections with the quadrupled fuel amount raised the in-cylinder temperature. Luminous 
flames emitted from the soot particles appeared during the main combustion after -3.9°ATDC. In addition, 
the red luminescence component emitted from the soot particles can be seen in the combustion flame 
of the 2nd pilot after -9.7°ATDC.  

The amount of soot formed in the Soot case is only very slightly less than that formed from 
conventional diesel fuel. If the combustion of diesel fuel is observed in the same experimental and ex-
posure conditions as those used in this study, a strong luminous flame appears immediately after ignition, 
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which induces halation throughout the observation field. The soot formed in the Soot case was oxidized 
quickly since the luminous flame disappeared rapidly as shown in Figure 12. 

The difference between the Base and Soot conditions, shown in Figures 11 and 12, indicates 
that a borderline exists between these conditions which determines whether soot is formed. Next, this 
borderline will be analyzed quantitatively by 3-dimensional CFD simulation and 0-dimensional detailed 
chemical reaction calculation on the -T map. 

3.2 3D-CFD Simulation 

The sub-model parameters for the spray break-up and combustion used with the AVL-FIRE code were 
adjusted to reproduce the measured rate of heat release (ROHR) in the Soot case, as shown in Figure 
13. The simulated heat release rate was calculated from the in-cylinder pressure in the same way as in
the experiment. The same model parameters were used for the Base case, such that the ignition timing
could be reproduced. For the Base case, the peak value of the simulated ROHR was higher than that
of the measured ROHR. This difference suggests that the simulated temperature distribution in the main
spray flame is somewhat higher than in the actual main spray flame. Therefore, the trajectory of the fuel
on the -T map for the Base case would be shifted to the right, relative to the actual trajectory. The
accuracy of the 3D-CFD simulation was validated by comparing with the results of the in-cylinder imag-
ing. Figure 14 compares the spray flame motion by the simulation with the in-cylinder imaging in the
Soot case, which shows good agreement as to the spray tip penetration and the shape of the spray
flame. The 3D-CFD simulation was carried out for one sector of nine sprays. The horizontal cross-

Fig. 11. Results of shadowgraph imaging and natu-
ral luminescence imaging (Base condition). 20-cycle 

average 

Fig. 12. Results of shadowgraph imaging and natu-
ral luminescence imaging (Soot formation condition). 

20-cycle average
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section of the one sector was duplicated in the circumferential direction, as shown in Figure 14. These 
results, shown in Figures 13 and 14, suggest that the calculated equivalence ratio  and temperature in 
each cell of the 3D-CFD simulation have enough accuracy to be displayed on the -T map to quantita-
tively analyze the soot formation condition from OMEn. 

When the calculated equivalence ratio  and temperature T in each cell of the 3D-CFD simulation are 
displayed on the -T map, one more scalar can be displayed on the z-axis (contour line). The PSK model 
calculates the formation of PAH (C25, a virtual species) from acetylene, as shown in Figure 4. The au-
thors chose PAH to be displayed with the equivalence ratio  (y-axis) and temperature T (x-axis). Soot 
(C50) was not chosen because the quantitative accuracy of soot calculated with the PSK model has not 
yet been validated. The calculated in-cylinder PAH distributions were compared with the natural lumi-
nescence distributions, as shown in Figure 15. In the Soot case, the PAH distributions show good agree-
ment with the acquired luminous flame distributions, while there were almost no PAH distributions in the 
Base case.  

Fig. 13. Measured and simulated rate of heat release un-
der both conditions 

Fig. 14. Measured and simulated spray flame under soot 
formation condition 

Fig. 15. Measured natural luminescence and calculated 
PAH distributions 
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3.3 Soot -T Map Calculation 

The -T map of soot yields for OME3, shown in Figure 16 (right), was calculated using the detailed 
chemical reaction model which was derived from the molecular dynamic simulation. It shows the results 
1.0 ms after the start of the calculation under a pressure of 6 MPa. In comparison to the soot yield -T 
map for n-hexane shown in Figure 16 (left), the peak height of the soot yield peninsula of OME3 is 
lowered to one-third that of n-hexane, and the outline of the high soot yield region on the -T plane 
became smaller. This suppression of the soot formation is caused by a lack of C-C bonds in the OME3 
molecule. Reaction path analysis revealed the formation of unsaturated C2 species such as C2H2 which 
forms PAH, unlike with n-hexane [26]. 

In the cylinders of diesel engines, however, the trajectory of OMEn fuel, shown by the red curve 
in Figure 16 (right), does not cross the high-soot region. This high soot yield region might induce mis-
understanding which is explained in Figure 5. Therefore, we quantitatively analyzed the conditions under 
which soot is formed from OMEn on the -T map of other physical values except for soot yield. 

Figure 17 shows two -T maps for OME3 calculated by the detailed chemical reaction model. 
Figure 17 (left) is the -T map of acepyrene which is the representative 4-ring PAH. Figure 17 (right) 
shows the accumulated soot nucleation number from the start of the calculation to 1.0 ms, which shows 
a similar distribution to the acepyrene -T map. The authors chose the formation region of acepyrene 
on the -T map to quantitatively detect the soot nucleation condition from OMEn. 

Fig. 16. Soot yield -T map for n-hexane and OME3 [26] 

Fig. 17. Acepyrene and soot nucleation -T maps 
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3.4 Soot Formation Condition for In-cylinder Combustion of OMEn 

The calculated equivalence ratio  and temperature T in each cell of the 3D-CFD simulation at 2.0°ATDC 
were plotted on the -T map of the acepyrene formation region, as shown in Figure 18. The mole fraction 
1.0 x 10-15 was selected for the outline of the acepyrene formation region to clearly show the difference 
between the Base case and the Soot case. The lower end of the acepyrene formation region reaches 
to  = 1.5, lower than  = 2 which is widely known as the lower end of the soot formation. In addition to 
 and T, the calculated PAH mole fraction at each cell is displayed using color-scale shown at the right 
side of Figure 18. In the Soot case, where the increased fuel amount of the pilot injections raised the in-
cylinder temperature, the trajectory of the fuel in the rich region ( > 1) goes across the acepyrene 
formation region. On the trajectory of the fuel in the rich region, PAH is formed in the 3D-CFD simulation. 
The natural luminescence image shows that soot was formed on the rich regions indicated by the red 
color in both the PAH distribution in the horizontal cross-section and the -T map. On the other hand, in 
the Base case where no luminous flame from soot was observed, the trajectory of the fuel in the rich 
region does not go across the acepyrene formation region.  

Fig. 18. -T distributions of the results of 3D-CFD simulation on acepyrene -T 
map calculated by the detailed chemical reaction model 

4. Discussion
In this study, the results of in-cylinder imaging showed that soot can be formed from the combustion of 
neat OME3-5 fuel under the condition that the in-cylinder temperature at the start of the main injection is 
raised. The reason why the in-cylinder imaging by Pastor et al. [6, 7] and Wiesmann et al. [9] showed 
no soot formation would be the shortage of the pilot fuel in comparison to this study. The low compres-
sion ratio (11) of the optical engine used by Pastor et al. is another reason for the insufficient temperature. 
The compression ratio (15) of the optical engine used by Wiesmann et al. [9] is very close to that of our 
optical engine (15.2). The in-cylinder pressure and temperature are 900 K and 6 MPa, respectively, 
which are similar to the Base case in this study. However, the maximum in-cylinder pressure was less 
than 8 MPa, lower than that of the Base case shown in Figure 10. This lower maximum in-cylinder 
pressure suggests that the in-cylinder temperature was not sufficient for soot formation. The oxygen 
concentration of 15% in bulk gas, lower than the 21% used in this study, would be one reason why the 
in-cylinder temperature did not increase sufficiently. 

If neat OME3-5 is used instead of diesel fuel, the injection duration of the main injection tends to 
be longer, especially under high-load conditions, since the lower calorific value is less than half that of 
diesel fuel, as shown in Table 1. Therefore, the soot formation from OMEn fuel continues longer than 
with diesel fuel [5]. The late combustion after the end of main injection becomes shorter than that of 
diesel fuel because of the presence of oxygenated fuel [5]. However, soot formed from OMEn at the 
latest timing would fail to be completely oxidized since the soot oxidation rate is relatively slower than 
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that of a gas-phase oxidation reaction such as CO + OH  CO2 + H. Soot particles smaller than 10 nm, 
which increased in the engine-out emissions in the experiments by Münz et al. [11], would be a new 
problem for the application of the neat OMEn fuel.  

The practical use of OMEn fuel continues to present many problems. The energy efficiency, that 
is, the ratio of the fuel energy to the consumption energy for fuel production, of OME3-5 is extremely low 
in comparison to the e-diesel fuel produced by the Fischer-Tropsch process [28]. The swelling of the 
sealing material is another serious problem which prevents OMEn fuel from being a drop-in fuel for 
existing vehicles, in addition to the decrease in the energy density with an increase in the OMEn blending 
ratio. Morita et al. [29] conducted an immersion test on rubber-based material with OMEn blended diesel 
fuel and reported that the material was able to withstand an OMEn blending ratio in excess of 10%. In 
their experiments, for a given torque, a 10% OME ratio in diesel fuel resulted in a deterioration in the 
thermal efficiency while the soot, HC, and CO emissions were reduced. 

5. Conclusions
In-cylinder optical imaging described in the recent literature has shown that OMEn combustion produced 
no luminous flames. On the other hand, some exhaust emission tests have reported that particulate 
matter (PM) can be detected after OMEn combustion. Whether soot is formed as a result of OMEn com-
bustion in diesel engines has been unclear. In the present study, the conditions under which soot is 
formed as a result of OME3-5 combustion in a diesel engine were evaluated quantitatively by conducting 
in-cylinder combustion imaging, 3-dimensional CFD simulation, and 0-dimensional detailed chemical 
reaction calculation on the -T map. We compared two cases; a base case (‘Base’), with a small amount 
of pilot fuel, and a second case (‘Soot’), in which the pilot fuel amount was quadrupled to raise the in-
cylinder average temperature at the main injection. Our major conclusions are as follows; 

 In-cylinder imaging showed that luminous flames appeared during the main injection in the “Soot”
case in which the in-cylinder average temperature at the main injection exceeds 1250 K. On the
other hand, luminous flames did not appear in the Base case, in which the in-cylinder average
temperature at the main injection is 980 K.

 In the Soot case, the PAH distributions calculated using 3D-CFD were in good agreement with the
measured luminous flame distributions.

 The equivalence ratio and temperature in each cell of 3D-CFD calculation were plotted on the -T
map of PAH (represented by acepyrene) by the 0D detailed chemical reaction calculation. In the
Soot case, PAH can be formed from OME3-5 combustion if the trajectory of the fuel on the -T map
crosses the acepyrene formation region, while the trajectory of the fuel in the Base case does not
cross the acepyrene formation region.
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Abstract 
In this study, the influence of fuel properties on the soot emissions of a spark ignition engine with 

direct injection was investigated. Eighteen fuel blends, including certification and acrylate fuel, as well 
as blends with different oxygenate and aromatic content and different boiling curves were compiled for 
this purpose. RDE tests were carried out on the highly dynamic test bench with cold and warm engine 
and the PN and PM emissions were measured in the raw exhaust gas using a particle spectrometer. 
The aim of the study is to analyze the relationship between known comparative indices such as the Yield 
Sooting Index (YSI), selected fuel properties and soot emissions in high-transient engine operation. For 
each fuel, 5 cycles were carried out with the engine cold and 5 cycles with the engine at operating 
temperature and the results were averaged to compensate for the scatter. The soot emission was then 
analyzed with regard to fuel properties and composition. 

The experiments show that both the number of particles and the mass tendentially correlate with the 
comparative indices. While the addition of oxygenates such as ethanol and methanol to the reference 
fuel leads to a lower YSI, this can only be transferred to the test bench tests to a limited extent. This 
suggests that the influence of vaporization properties of a fuel, which are of great importance for mixture 
formation and therefore soot formation, are not sufficiently considered if only common indices are used 
for fuel characterization.  

Notation 
d Nozzle exit diameter. 

D10 Arithmetic mean diameter of droplets. 
DF Density Factor 

DP Particle Diameter in nm 

DVPE Dry Vapor Pressure Equivalent 

FBP Final Boiling Point 

mp Particle Mass 

PM Particulate Matter 

PM2.5 Particulate Matter with diameter < 2.5 µm 

PN Particle Number 

RON Research Octane Number 

YSI Yield Sooting Index. 

1. Introduction
While electric drives are becoming increasingly important for newly registered vehicles in Germany, 
gasoline engines are still the most common drive type for passenger cars at over 62% [1]. The focus on 
reducing CO2 emissions while simultaneously increasing performance led to the introduction of turbo-
charged engines with direct injection. While these engines have advantages over units with intake man-
ifold injection in terms of fuel consumption, the internal mixture formation leads to an increased formation 
of harmful particles. The mass of particulate matter (PM) emitted has therefore been limited by law since 
the introduction of the Euro 5 emissions standard for gasoline engines with direct injection [2,3]. Alt-
hough the amount of particulate matter emitted has been decreasing since the introduction of particle 
filters, around 21% of PM2.5 near roads can be attributed to engine exhaust fumes [4]. As fine particles 
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are considered to have a higher hazard potential, limit values for the number of particles in spark-ignition 
engines were introduced for the first time with the introduction of Euro 6 [5]. A further reduction of the 
particle size to be taken into account to 10 nm is being planned [6]. As particle filtration in the exhaust 
gas is always accompanied by more or less increased fuel consumption, the optimization of fuels to 
reduce the formation of particles is increasingly becoming the focus of development. Reduced raw emis-
sions can minimize the increase in exhaust back pressure when the particulate filter is loaded as well 
as the frequency of regeneration. 

1.1 Fundamentals of Particles (Characterization & Formation Mechanism) 
Particles can be divided into volatile and non-volatile fractions. Sulphates, nitrates and organic com-
pounds form the volatile particles, carbonaceous compounds and ash the non-volatile particles, whereby 
the carbonaceous fraction is generally referred to as soot. Due to the complex formation mechanisms, 
the composition depends on numerous influencing factors such as the combustion process, operating 
point, oil and fuel composition as well as the ambient conditions.  [7] As ash is an incombustible com-
ponent, a reduction can be achieved by avoiding such components in the fuel. The formation of soot, 
on the other hand, follows a complex formation path, so that these particles cannot be traced back 
directly to individual components, but instead require consideration of the fuel as a whole. 
During the combustion of hydrocarbons, acetylene and other smaller hydrocarbon chains are formed 
through pyrolysis. Due to their structure, these species can combine to form aromatics. By combining 
with other aromatics or alkyls, larger, polyaromatic hydrocarbons (PAHs) are formed, which can form 
larger soot particles through agglomeration [8]. Due to the complexity of the formation mechanism, the 
formation of particles during the combustion of hydrocarbons cannot be completely avoided, but the 
formation of soot precursors can be reduced by selecting a suitable fuel. 

The following fuel properties can be derived from this to reduce soot formation: 
- Optimization of mixture formation through favorable evaporation behavior
- Avoiding the formation of soot precursors at the molecular level:

o Avoidance of double bonds and ring structures

The influence of fuel on soot formation has been a subject of scientific interest for years. Aikawa et al. 
translated the observation that early-boiling fuel components as well as those with a low double bond 
equivalent (DBE) have a low soot tendency into a PM index and were able to show that this correlates 
with both PN and PM emissions [9]. In contrast, Dageförde et al. compared toluene with RON 95 and 
showed that the soot emission of the pure aromatic is above or below that of the reference fuel depend-
ing on the operating point. This is attributed to differences in mixture formation due to the lower calorific 
value and the associated longer injection times [10]. Although aromatics generally have the potential to 
form soot precursors due to their ring structure, the thesis is supported that only late-boiling aromatics 
favor an increase in PN emission. [10,11]. 
Leach et al. [12] developed a PN index which, in contrast to the PM index, uses the Dry Vapor Pressure 
Equivalent (DVPE) of the fuel for the calculation. Thus, a calculation from a standardized fuel analysis 
is possible. It was shown that the PN index correlates with the PN emission of a test engine with direct 
injection. 
Ratcliff et al. [13] investigated the interaction between aromatics and ethanol in fuel. They were able to 
show that adding ethanol to the fuel can reduce PM formation by diluting and thus reducing the aromat-
ics content. At the same time, the evaporation enthalpy of the alcohol can slow down the evaporation of 
low-boiling aromatics and thus increase their concentration in the last incompletely evaporated parts of 
the fuel jet. An admixture of alcohol can therefore have the opposite effect on soot formation than the 
oxygen content in the fuel would suggest. Similar effects were also described by Vuk [11] and Burke 
[14].  
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2. Experimental Setup

2.1 Engine and test bench setup 

The engine tests were carried out on a turbocharged four-cylinder unit with direct injection. The exhaust 
gas aftertreatment and the control unit's configuration correspond to the standard Euro 6 specification. 
Ancillary units were also adopted from the standard version, as was the entire intake and exhaust gas 
section up to the catalytic converter and particulate filter. In order to ensure realistic heating behavior, 
additional oil conditioning was dispensed with and the coolant circuit was limited to a volume close to 
series production. The technical data of the unit is summarized in Table 1.  

The number and size distribution of particles was recorded between the turbocharger and the gasoline 
particle filter using a DMS500 particle spectrometer from the manufacturer Cambustion. An external 
cooling water conditioning unit, cell ventilation and an additional air circulation fan enable the engine 
and cell to be conditioned to 20 °C between tests. 
As there is no direct measurement of the particle mass, this is calculated from the particle number con-
centration and the mobility diameter. The calculation is carried out analogously to the manufacturer's 
specifications [15] according to Equation 1, assuming a spherical geometry for GDI engines. A power 
factor (PF) of 3 and a density factor (DF) of 5.2x10-16 are therefore recommended.  

𝑚𝑝(𝜇𝑔) = 𝐷𝐹 𝑥 𝐷𝑝
𝑃𝐹

Equation 1: Calculation of the particle mass 

Table 1: Technical data of the test engine 

Number of cylinders 4 - 

Effective capacity 1998 cm³ 

Bore 82.0 mm 

Stroke 94.6 mm 

Compression ratio 9.5 : 1 - 

Number of valves 4 - 

Dyno

TWC

CW-Cond.

AMA

DMS500

Particle Analyzer

Indication System

Application System

Automation System
ECU

Prototyping and 

interface module

Figure 1: Test bench setup 
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2.2 Test Procedure 

The test cycle used was derived from real driving data of a compact SUV with the same engine. Three 
sections of equal length were combined in the order of urban, interurban and highway driving. As the 
engine is preconditioned to 20 °C before each test, the start with a cold engine, catalytic converter 
heating phase and warm-up behavior are also taken into account. The test cycle is shown in  Figure 2. 
Each test run was repeated 5 times under constant conditions and the average PN and PM emissions 
were calculated from the test runs with the same fuel. As there is no gravimetric measurement of the 
particle mass, this was calculated on the basis of the size distribution.   

Figure 2: Test cycle sequence and segmentation 

The measurement of the YSI was carried out by OWI Science for Fuels gGmbH. A steady flame co-flow 
burner according to Das et al. [16] was used. The unified YSI and the maximum soot volume fraction 
were determined for all fuels based on color pyrometry using the “peak-region” method described by 
Das et al. [17], where the mean soot volume fraction is determined by averaging over the sootiest parts 
of a doped methane flame. The robustness of this method proven by Montgomery et. al for various fuels 
and air to fuel ratios [18].  

2.3 Tested Fuels 
For the tests, 18 different fuels were selected to investigate the influence of the composition on soot 
emissions in the burner and engine tests. The aim is to vary the fuel properties relevant to soot formation 
as widely as possible. On the one hand, this includes a variation of the boiling behavior through different 
concentrations of low- and low-boiling components as well as a targeted adjustment of the chemical 
composition. For example, the proportion of aromatics overall, oxygenates and olefins was specifically 
changed. Since the number of carbon atoms within the aromatics group also has an influence on the 
soot tendency, the composition of the aromatics was also varied. A paraffinic base fuel (base low) with 
a low aromatics and olefin content was selected as the lower reference. The upper reference is a second 
base fuel (base high), which in contrast has a high content of aromatics greater than C7, olefins and a 
late end of boiling point. Based on these reference fuels, blends were produced with the alcohols meth-
anol and ethanol as well as the aromatic toluene. In order to investigate the influence of boiling behavior 
and composition of the aromatic fraction, 5 additional fuels with variable boiling end and aromatic size, 
but comparable total aromatic, olefin and alcohol content were added.  In addition, two regenerative fuel 
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blends with 33 % and 85 % regenerative content and a Euro 5 certification fuel were investigated. The 
key fuel parameters are shown in Table 2. 

Table 2: Properties of tested fuels 

No. Name T10 T50 T90 FBP Alcohols Aromatics Aromatics 
>C7

Olefins Oxygen 

- - °C °C °C °C vol.-% vol.-% vol.-% vol.-% m.-% 

1 Base 
High 62.3 101.7 174.4 230.5 0.0 37.4 28.7 21.0 0.03 

2 Base 
Low 55.9 82.5 111.9 182.9 0.3 0.7 0.7 0.3 2.51 

3 E10 
High 56.2 90.0 171.2 223.1 10.0 33.7 22.3 19.1 3.64 

4 E20 
High 57.9 71.9 168.6 216.4 19.7 29.9 19.8 17.1 7.12 

5 E30 
High 58.4 72.9 165.0 215.6 29.4 26.2 17.3 15.2 10.55 

6 M5 
High 47.7 103.9 172.2 223.1 5.2 34.6 30.9 18.5 2.71 

7 M15 
High 49.6 86.9 171.7 226.2 14.8 33.2 29.6 15.8 7.69 

8 T5 
High 64.0 102.7 172.5 225.3 0.0 40.1 23.7 20.3 0.03 

9 T10 
High 65.3 103.6 171.2 220.5 0.0 43.5 22.3 19.2 0.04 

10 T10 
Low 59.6 87.0 111.1 183.5 0.3 8.3 0.6 0.3 2.27 

11 FBP 
Var. 1 55.0 101.1 174.1 209.0 4.4 32.8 24.7 10.5 1.59 

12 FBP 
Var. 2 55.6 104.6 166.3 208.9 4.3 36.9 28.7 10.2 1.57 

13 FBP 
Var. 3 56.2 105.9 174.8 209.9 4.9 33.5 9.9 10.8 1.79 

14 FBP 
Var. 4 43.4 80.1 146.2 165.4 5.0 31.7 18.0 10.8 1.86 

15 FBP 
Var. 5 42.2 77.5 132.5 175.2 5.0 32.3 11.3 11.0 1.87 

16 G33 56.7 97.4 153.7 184.0 8.5 24.6 17.4 7.1 3.80 

17 G85 54.1 101.1 178.3 196.9 0.0 34.6 19.1 5.8 2.78 

18 EU5 66.7 105.6 145.3 165.3 5.0 32.4 19.3 1.3 1.82 

3. Results
3.1 RDE-Results
The ambient and component temperature has a significant influence on particle formation, so that the 
particle concentration in the exhaust gas is significantly increased immediately after starting the engine 
[19,20]. Figure 3: Influence of oxygenate and toluene addition on cold start emissions shows the cumulative 
average PM emissions of various blends in comparison with their base fuels. All the investigated blends 
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based on base-high lead to a significant reduction in soot formation compared to the base fuel. In the 
case of ethanol, an admixture of up to 20 percent leads to a 55% reduction in the cumulative particulate 
mass. A further increase in the ethanol content to 30%, however, leads to a flattening of the effect. The 
effect is more pronounced with methanol. While 5% methanol reduces PM emissions by about the same 
amount as adding 10% ethanol, a further increase in the methanol content leads to a further reduction 
in particle mass, but the effect also flattens out. Here, the mixture formation can be negatively influenced 
both by the lower density of the oxygenates and by an increased enthalpy of vaporization, so that a 
reduced soot tendency on a molecular basis of the blends is partially compensated. Toluene as a C7 
aromatic, shows a comparatively high soot tendency in burner tests. As a result, in contrast to the alco-
hols, the calculated YSI of the toluene blends is above the base-high fuel. Nevertheless, a reduction in 
particulate mass is observed for both toluene blends when the engine is started. The T10-Low, on the 
other hand, shows a slight increase in particulate emissions compared to its base fuel. From this it can 
be concluded that the effect of small aromatics has a minor influence on a low-soot, aromatics-free fuel. 
In the case of the high-boiling aromatics base high fuel, on the other hand, dilution with smaller aromatics 
appears to be advantageous. 

The results of the overall cycle are shown in Figure 4. It can be seen that the results of the start phase 
can differ significantly from a dynamic driving scenario depending on the fuel. While the same trends 
can be seen with toluene as with the starting phase, the effect achieved by adding alcohols is reduced 
and, in the case of methanol, can even lead to an increase in particle emissions. Since methanol has a 
low boiling point and at the same time a high enthalpy of vaporization, this can impair the vaporization 
of the late-boiling components. This phenomenon, already described by Ratcliff [13], appears to be 
further intensified in the case of the base high fuel, which is rich in late-boiling aromatics. A comparison 
with ethanol, on the other hand, shows that the enthalpy of vaporization alone does not adequately 
explain the effect. Although the mass-related enthalpy of vaporization of methanol is around 33% higher 
than that of ethanol, in the case of E10 this is compensated for by the double mass fraction compared 
to M5. In the case of ethanol, there is an increase in particle mass over the cycle of 3 %, which can 
possibly be attributed to increased enthalpy. However, the negative effect is limited exclusively to 
phases of higher load at the end of the cycle. In the urban and rural segment, the PM is reduced by 14 
% and 2 %. With an increase to 20 or 30 % the effect of dilution appears to be dominant, so that there 
is again a decrease in particle output, even at higher loads. Overall, it can be seen for all oxygenate 
fuels that a significant reduction in particles can be achieved, particularly in the start phase and in the 
first 5 minutes of the cycle. The normalized, cumulative emissions are thus approximately at the level of 
the cold start. (48% for E30, 61% for E20 and 86% for E10). The differences decrease over the course 
of the cycle. On the one hand, this can be favored by the rising engine temperature and the associated 
better mixture formation for all fuels; on the other hand, errors in mixture formation, for example due to 
changes in the density of the fuel, are more significant at higher loads and due to longer injection times. 

Figure 3: Influence of oxygenate and toluene addition on cold start emissions 
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Figure 4: Influence of oxygenate and toluene addition on full cycle emission 

Due to the lack of a carbon-carbon bond, methanol as a pure substance has hardly any potential to form 
soot, which is also reflected in a low YSI of 6.6 [17]. The molecular structure alone cannot therefore 
explain why the particle mass increases with increasing methanol content in the cycle. While a 32 % 
reduction in particle mass is achieved with M15 in the cold start (the measured YSI is 28 % lower than 
with base high), the particle mass emitted over the entire cycle is 57 % higher than with the reference 
fuel. Analysis of the data over time shows that these differences can only be attributed to a few cycle 
segments in the 50 to 75 % engine load range. Here, the particulate mass concentration is briefly 2 to 3 
times higher than with the reference fuel. Due to the simultaneously occurring high exhaust gas mass 
flows, these segments are strongly taken into account in the overall result of the cycle. The cause of the 
short peaks cannot be identified with the measurement technology used, but optical recordings are 
planned to investigate possible anomalies. 

Figure 5: Distribution of PM concentrations by engine load for oxygenated fuels 

The results from the YSI determination on the burner were compared with the measured particulate 
emissions below. For this purpose, the PN and PM emissions were cumulated for each segment of the 
test cycle and normalized to the respective result of the base-high fuel by dividing the cumulated PN or 
PM emission of the fuel by the cumulated result of the base high fuel. As the two methanol blends M5 
and M15 lie outside the results of the other fuels across all segments, they are considered outliers and 
are not included in the calculation of the coefficient of determination. A linear relationship between the 
measured YSI and the PM emission can already be seen at engine start with subsequent idling phase 
in Figure 6. Although this decreases further as the cycle progresses, the correlation in the end-of-cycle 
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results remains at a comparable level as the particulate emissions continue to decrease overall as the 
engine reaches operating temperature. 

The PN10 emission, on the other hand, shows a reduced dispersion compared to the PM emission 
and therefore a stronger correlation in the urban to highway sections and therefore also in the end-of-
cycle emissions. At engine start, on the other hand, there is no recognizable correlation between the 
two variables. However, this is due to the high number of particles in the ultrafine particle range. Here, 
the measurement stop of the strain gauge is reached shortly, so that no valid results can be obtained. 
As the particle mass is not measured directly, but is calculated from the particle size distribution, there 
are different effects at engine start and highway section. In principle, the particle mass is significantly 
influenced by the occurrence of larger particles. As the size ranges relevant for the particle mass are 
still within the measuring range when the engine starts, a comparison with the YSI is still possible here 
in contrast to the PN10 emission. In the further course, however, the particle number concentration in 
the exhaust gas tends to decrease. The signal to noise ratio therefore deteriorates for the already rare 
accumulation and coarse mode particles. At the same time, other factors such as the engine oil can 
influence the particle mass, particularly at high loads and with a warm engine. A clear separation is not 
possible based on the data. 

Nevertheless, across all phases of the cycle, it is evident that the YSI is suitable for evaluating a fuel's 
soot generation. A linear relationship is recognizable for both the particle mass and the number of par-
ticles across all cycle phases. 

Figure 6: Correlation between cold-start PM-Emission and measured YSI

Figure 7: Correlation between urban PM-Emission and measured YSI
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Figure 8: Correlation between rural PM-Emission and measured YSI

Figure 9: Correlation between highway PM-Emission and measured YSI 

Figure 10: Correlation between full cycle PM-Emission and measured YSI
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4. Conclusion
18 fuels were selected and examined on the basis of their properties. A fuel analysis was carried out for 
each fuel and the yield sooting index was determined on a laminar burner. The fuels were tested on the 
engine test bench with a production unit and the effects on PM and PN emissions in the raw exhaust 
gas were determined. It was shown that the YSI is suitable for a first suggestion of both the number of 
particles and the mass. The fuel with the lowest YSI compared to the base high fuel shows a 95% 
reduction in particle count and a 91% reduction in particle mass over the entire cycle. This shows that 
the selection of a suitable fuel also has a high potential for reducing pollutants in the existing fleet. While 
the YSI is by and large suitable for selecting such a fuel, there are nevertheless differences with regard 
to various fuels of comparable YSIs. For example, in the case of the blends investigated, an admixture 
of toluene leads to a higher YSI regardless of the fuel, while in the case of the base high fuel a reduction 
in particulate emissions is nevertheless achieved. Such opposing effects may occur in particular due to 
the interaction of late-boiling aromatics and early-boiling alcohols. Diluting an aromatic-rich fuel with 
ethanol or methanol leads to a reduction in YSI, but depending on the operating point, particle emissions 
can be increased. Particularly in the case of E10 and the methanol blends investigated, the PN emission 
are reduced when the engine is cold and under low load, but in the overall cycle the emission is higher 
than the base fuel, although the measured YSI indicates otherwise. This leads to the conclusion that for 
an evaluation of the soot potential of a fuel, further characteristic values such as the evaporation behav-
ior should be taken into account. Since the multifactorial nature of the test setup makes it difficult to draw 
conclusions about individual causes, additional investigations are planned using 2d in-cylinder two-color 
pyrometry and an extended fuel matrix to consider the influence of individual fuel properties in particular. 
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Abstract. Renewable liquid fuels are a sustainable alternative to power the agricultural sector, where 
electrification is still not possible. Hydrotreated vegetable oil, also known as HVO, is a potential drop-in 
biofuel to be used in heavy-duty engines. In this work, the performance and regulated emissions from 
two modern agricultural engines using pure HVO fuel and conventional diesel fuel were studied. Both 
agricultural engines comply with the latest EU Stage V / US Tier 4 emission regulation with different 
after-treatment system configurations, with and without using EGR system. In both technologies, similar 
engine performance was obtained with both fuels and reductions in mass fuel consumption were ob-
served when using HVO fuel with respect to diesel fuel, being these reductions wider in the engine 
without EGR. When testing in the engine with EGR system, HVO fuel led to slightly higher engine out 
NOx emissions, because of its higher cetane number and the lower EGR rate, and lower opacity, due to 
the lower aromatic content and higher H/C ratio, compared to diesel fuel. When testing in the engine 
without EGR system, the trend in NOx and particle emissions is the opposite with respect to the engine 
with EGR, highlighting the trade-off between these emissions. Thus, different engine after-treatment 
system configurations and control strategies affect to HVO combustion performance and pollutant emis-
sions formation, opening the possibility of further engine control improvements when using HVO fuel. 

1. Introduction
Greenhouse gas emissions (mainly CO2, and also CH4 and N2O) derived from combustion engines 
increase the climate change. Other pollutants (NOx, THC, particle matter, carbonyls, and PAHs, among 
others) from combustion engines and further secondary reactions in atmosphere entail a big problem 
for human health. Several emission regulations have been approved to solve this global problem. In 
Europe, Stage V emission standard, formally adopted from Regulation (EU) 2016/1628 [1], apply to off-
highway diesel engines used in non-road mobile machinery. This Stage V is the world’s most tight emis-
sions standard for these engines, even more than US Tier 4 standards. Both emission standards estab-
lish limits for gaseous emissions (CO, HC, NOx) and particle emissions (PM, PN), depending on the 
engine power. In order to comply these limits, OEMs usually design after-treatment systems based on 
a combination of diesel oxidation catalyst (DOC), diesel particle filter (DPF) and selective catalyst re-
duction (SCR) system, in addition to exhaust gas recirculation (EGR) [2]. However, different configura-
tions are used rather than the main trend (with all systems), such as full NOx emissions control with SCR 
system and without EGR system [3]. 

Agricultural vehicles are included within heavy-duty vehicles (HDVs), which are responsible for 
over 6 % of total GHG emissions in the European Union [4]. In the agriculture sector, CO2 emissions 
from energy combustion (off-road vehicles, among others) are considered as a key source of agricultural 
emissions included in GHG inventories, apart from CO2 from land use and methane (CH4) and nitrous 
oxide (N2O) from livestock and agricultural soils [5]. Thus, despite an exemption to the CO2 reduction 
targets is applied to the heavy-duty vehicles used for agricultural purposes, incorporation of renewable 
fuels is a way of decarbonization. In this way, circular economy is promoted, using agricultural wastes 
for energy purposes. 
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Traditionally, fatty acid methyl ester (FAME), also called as biodiesel fuel, coming from trans-
esterification of vegetable oil and/or animal fats has been used to partially substitute diesel fuel. How-
ever, hydrotreated vegetable oil (HVO) is a paraffinic advanced biofuel that has been tested as a better 
potential alternative, either in production costs, fuel compatibility with engine parts [6] or fuel properties, 
such as heating value, cetane number, cold flow properties, viscosity and oxidation stability [7][8]. Now-
adays, some OEMs accept the use of 100 % HVO fuel in modern engines since HVO can completely 
replace diesel fuel without the need of doing engine changes complying the standard EN 15940, thus 
constituting a drop-in fuel [9]. Also, HVO fuel can be an advanced biofuel as established in Renewable 
Energy Directive 2018/2001 whether it is produced from raw materials included in Annex IX, part A [10]. 

For instance, the renewable fuel HVO used as drop-in fuel in diesel vehicles usually reports 
lower mass fuel consumption (2-5 % reduction) with respect to diesel fuel [11] due to its higher LHV in 
mass basis (typically, 44 vs 43 MJ/kg) [12], although higher volumetric fuel consumption (3-4 % in-
crease) due to its lower density (typically, 765-800 vs 820-845 kg/m3) [13]. In addition, slightly higher 
engine performance is typically obtained with HVO fuel due to its higher cetane number (>70 vs >51) 
[14] and practically nil oxygen content [15], in comparison with diesel fuel (which is usually blended with
biodiesel). In overall, HVO fuel can reduce well-to-wheel CO2 emission up to 90 % compared to diesel
fuel [16], and up to 100 % CO2 equivalent reduction, considering other production processes of renew-
able paraffinic diesel fuel according to the standard EN 15940 [17].

Related to gaseous and particle emissions, HVO fuel allows to significantly reduce CO [11][18] 
and HC [13][14] emissions with respect to diesel fuel, due to the higher cetane number and better ignition 
capability of this renewable diesel fuel [19][20]. Also, particulate matter is notably reduced when HVO 
fuel is used instead of diesel fuel [11][23], due to the nil aromatic content of HVO fuel because benzenic 
rings act as soot precursors [20][21]. However, a clear tendency in particle number emissions between 
HVO and diesel fuels remains unknown [11][18], because the effect of nil aromatic content is compen-
sated with the high cetane number of HVO fuel, which implies higher local fuel/air ratio in premixed 
flames, as well as higher diffusive combustion [22]. On the other hand, differences in NOx emissions are 
also unclear [19], alternating between increase [14] and reduction [11] when HVO fuel is used instead 
of diesel fuel, since fuel properties, fuel atomization and injection and EGR strategies significantly influ-
ence in the NOx formation [14]. 

To the best of our knowledge, research about performance and pollutant emissions in agricul-
tural engines are scarce. In this context, the purpose of this article is to evaluate the performance and 
emissions of two agricultural engines with different after-treatment systems (ATS) in common operating 
points, comparing renewable fuel HVO and the reference diesel fuel. Thus, a quantitative comparison 
between fuels is done for each off-highway engine. In parallel, a qualitative analysis between both en-
gines with different ATS and control strategies when using HVO fuel is also carried out, which would 
help to a further engine optimization of renewable paraffinic fuels -according to EN 15940-. 

2. Experimental facilities

2.1. Agricultural engines tested 

The heavy-duty engines tested were compression ignition engines with different after-treatment systems 
(with and without EGR systems), whose main specifications are shown in Table 1. Both off-highway 
engines comply with the EU Stage V / US Tier 4 emission regulation. The engine with EGR system 
(namely engine w/EGR) was set in an engine test bench and coupled to a dynamometer brake D2T 
MDC 350, which was controlled by the system AVL PUMA 2.0, as can be seen in the Figure 1 (left). On 
the other hand, the engine without EGR system (namely engine w/o EGR) was set in an agricultural 
vehicle and also coupled to a dynamometer brake Froment Sigma 50, through the auxiliar power take-
off, as shown in the Figure 1 (right). 
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Table 1. Specifications of the agricultural engines 
Characteristic Engine with EGR system Engine without EGR system 
Cylinders / Valves 4, in line / 8 6, in line / 24 
Displacement (cm3) 4483 6728 
Bore / Stroke (mm) 106 / 127 104 / 132 
Compression ratio 16.7:1 17.0:1 
Injection Electronic high-pressure common 

rail direct injection 
Electronic high-pressure common 
rail direct injection 

Aspiration Single waste gate turbocharged Waste gate turbocharged 
Power (max.) 104 kW at 2400 rpm 140 kW at 2200 rpm 
Torque (max.) 540 Nm at 1600 rpm 770 Nm at 1500 rpm 
Aftertreatment system DOC, SCR, DPF DOC, SCR, CUC 
EGR With cooled EGR system Without EGR system 
Emissions regulation EU Stage V / US Tier 4 EU Stage V / US Tier 4 

DOC ≡ Diesel Oxidation Catalyst, SCR ≡ Selective Catalyst Reduction, CUC ≡ Clean-up Catalyst, DPF ≡ Diesel 
Particle Filter, EGR ≡ Exhaust Gas Recirculation 

Fig. 1. Agricultural engines set in the engine test bench (left, engine w/EGR) and in the vehicle 
(right, engine w/o EGR) 

2.2. Test procedures 

The tests carried out with both agricultural engines were different. The engine with EGR system was 
submitted to different soiling stationary tests which consisted in repeating three times a sequence of 
three operating points: 1390 rpm - 100 Nm (1 h), 2220 rpm - 225 Nm (1 h) and 1650 rpm - 350 Nm (1 
h). Then, results from these three operating points (namely, 1390x100, 2220x225 and 1650x350) in the 
last 5 min at steady conditions were analysed and discussed. On the other hand, the engine without 
EGR system was submitted to a sequence of ascending and descending load steps (engine load at 20, 
58, 95, 70, 45, 15, 0 kW, taking 540 s for each position) at constant engine speed (1800 rpm) during 1 
h. Previously, the engine was started, stabilized at idle speed (850 rpm) during 20 s, increased to 1800
rpm to connect power take off and stabilized at this engine speed during 120 s. This sequence was
repeated three times. From the sequence of positive engine loads, results from three operating points
at 120, 230 and 320 Nm, as well as 1800 rpm, were also examined. These quasi-stationary points are
named here as 1800x120, 1800x230 and 1800x320. In summary, both sequences used with the two
agricultural engines tried to simulate different load requirements applied in the routine work in the land.

2.3. Measuring equipment 

In the tests on the agricultural engine w/EGR, torque and engine speed were obtained from a torque-
meter located in the engine-brake connection. Air and fuel consumptions were measured with the equip-
ment ABB Sensyflow P and the scale Mettler Toledo KCC300, respectively. Diesel emissions fluid (DEF) 
dosing was measured with the scale Mettler Toledo PBA430X-B150. In terms of emissions, the equip-
ment Horiba Mexa-7170 DEGR was used to measure gaseous emissions, whereas AVL Opacimeter 
439 allowed to measure opacity due to particle emissions. Both gaseous and particle emissions were 
measured upstream of the after-treatment system.  
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In the tests on the agricultural engine w/o EGR, the data acquisition system and the Electronic 
Control Unit (ECU) from the vehicle allowed to obtain the engine parameters through OBD port (includ-
ing DEF dosing). However, in this case, fuel consumption was calculated from a balance of CO2 emis-
sion. On the other hand, the equipment HORIBA OBS-ONE, an on-board modular measurement system 
(Portable Emissions Measurement System – PEMS), was used to measure gaseous and particle emis-
sions downstream of the after-treatment system. In addition, NOx emissions were also measured up-
stream in the exhaust. More detailed information of this equipment can be found in previous works 
[12][23][24]. 

3. Fuels

The fuels tested were a hydrotreated vegetable oil (HVO) and a conventional diesel fuel (typically used 
in agriculture), which comply with the EN 15940 and EN 590 standards, respectively. The main proper-
ties of these fuels are detailed in Table 2.  

Table 2. Main properties of tested fuels 
Property HVO Diesel 
Density at 15ºC (kg/m3) 776 832 
Viscosity at 40ºC (mm2/s) 2.40 2.59 
Net heating value (MJ/kg) 43.7 42.8 
Net heating value (MJ/L) 33.9 35.6 
Flash point (ºC) 59.0 65.5 
Cetane number 76.6 54.2 
Oxidation stability (h) 73.3 59.8 
Cold filter plugging point (ºC) -10.0 -11.0
Sulphur content (mg/kg) <1 <1000 
C (wt. %) 84.86 86.29 
H (wt. %) 14.36 12.91 
H/C ratio 2.03 1.80 
Molecular weight (g/mol) 209.05 208.80 
Molecular formula C14.77H29.78 C15.00H26.74 
Stoichiometric ratio 0.1401 0.1403 

4. Results

The results obtained for HVO and diesel fuels using both agricultural engines are shown in parallel in 
graphs (which include the mean, shown in bars, and the standard deviation, indicated as error bars, 
from the three repeats of each engine sequence). Thus, the performance and emissions obtained with 
HVO, and diesel fuels are quantitatively compared for each heavy-duty engine. However, both engines 
are qualitatively compared in terms of performance and emissions because of the different after-treat-
ment system configurations of the engines -according to EU Stage V and US Tier 4 standards- and due 
to the operating points tested are not exactly the same. 

Figure 2 shows the results of fuel consumption (in mass basis) for HVO and diesel fuels using 
both agricultural engines. Same trend was observed with HVO, reducing fuel consumption versus diesel 
one. Slight differences were found in the engine w/EGR, being around 2 % lower with the renewable 
fuel. However, with the engine w/o EGR, fuel consumption using HVO was clearly lower (3-5 %).  

Differences in fuel consumption between fuels in both technologies are consistent with fuel 
properties, due to the higher heating value (in mass basis, 2 % difference) and higher H/C ratio of HVO 
fuel versus diesel fuel, as observed in other research results using engines with EGR system [11] and 
engines without EGR system [12]. Nevertheless, slight differences in fuel consumption between engines 
are due to the different engine specifications and measuring equipment used. Then, since HVO fuel has 
6.7 % lower density than diesel fuel, higher fuel consumption (in volume basis) of HVO is expected. 
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Fig. 2. Fuel consumption obtained for HVO and diesel fuels using the engine w/EGR (left) and the engine w/o 
EGR (right) 

Figure 3 shows the results of equivalence ratio obtained with HVO and diesel fuels using both 
engines. The equivalence ratio was calculated dividing actual fuel/air ratio by stoichiometric fuel/air ratio. 
No clear trend was obtained between fuels on the agricultural engine w/EGR in this parameter, being 
almost equal in the three operating points studied (Figure 3, left). However, very slightly lower equiva-
lence ratio was obtained with HVO fuel with respect to diesel fuel in the agricultural engine w/o EGR 
(Figure 3, right), in line with the lower fuel consumption since both fuels have similar stoichiometric ratio. 
Lower equivalence ratio was obtained in the engine w/o EGR because of higher air consumption and 
EGR absence with respect to the engine w/EGR.   

Fig. 3. Equivalence ratio obtained for HVO and diesel fuels using the engine w/EGR (left) and the engine w/o 
EGR (right) 

Figure 4 shows the EGR rate obtained with HVO and diesel fuels using the engine w/EGR. No 
clear trend is observed between fuels when the three operating points are compared, whereas EGR 
rate was increased as load, AI50 and AI90 (crank angles of 50 and 90 % of integrated heat release, 
respectively) and exhaust manifold temperature (also referred here as exhaust temperature) did (see 
Figures S1, S2 and S3 in the Supplementary material, respectively). In the low load operating point 
(1390x100), EGR rate was clearly lower for HVO fuel compared to diesel fuel, as observed in other 
references [12], whereas the EGR rate was very similar between fuels in the other two points. On the 
other hand, the other engine has no EGR system, then it is not shown. 

Fig. 4. EGR rate obtained for HVO and diesel fuels using the engine w/EGR 
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Related to engine performance (calculated from output power, fuel consumption and lower heat-
ing value of the fuel), Figure 5 shows the results obtained with HVO and diesel fuels using both engines. 
Same engine performance was obtained in the three operating points studied with the engine w/EGR 
(Figure 5, left) since no significant differences were observed in fuel consumption, equivalence ratio nor 
EGR rate. On the other hand, in the engine w/o EGR, engine performance is improved with HVO fuel 
(Figure 5, right) because the fuel consumption is notably lower using HVO with respect to diesel fuel 
providing the same output power (see Figure S4 in the Supplementary Material). 

Fig. 5. Engine performance obtained for HVO and diesel fuels using the engine w/EGR (left) and the engine w/
o EGR (right) 

In terms of gaseous emissions, HVO led to lower CO2 emissions than diesel fuel (Figure 6) in 
both the agricultural engines, in accordance with the lower fuel consumption (in mass) and its H/C ratio 
(Table 2), as observed in other experimental results [11][18]. However, lower difference in CO2 emis-
sions is observed between HVO and diesel fuels in the engine w/EGR (3-4 % lower; see Figure 6, left) 
with respect to the other engine w/o EGR (6-7 % lower; see Figure 6, right), corresponding with the 
differences in fuel consumption.  

In both technologies, CO and HC emissions were very low (close to 0 and within detection limit 
of 20 ppm) for both fuels, due to the steady performance of the corresponding engines at warm condi-
tions. In addition, the high efficiency of the oxidation catalyst (DOC) at warm conditions should be also 
considered in the engine w/o EGR since measurements were done downstream of ATS in this case. 

Fig. 6. CO2 emissions obtained for HVO and diesel fuels using the engine w/EGR (left) and the engine w/o  
EGR (right) 

NOx emissions (Figure 7) show a clear different behaviour between both engines when com-
pared at the same point (upstream of ATS), which can be due to different combustion process between 
HVO and diesel fuels, as explained in [14]. These gaseous emissions were slightly higher for HVO fuel 
with respect to diesel fuel in the engine w/EGR (Figure 7, left) because of the lower AI50 and AI90 (see 
Figures S1 and S2 in the Supplementary material) in the three operating points due to its higher cetane 
number, as well as higher exhaust temperature (see Figure S3 in the Supplementary Material) and lower 
EGR rate in the low-load operating point. Similar conclusions were obtained by other researchers [13]. 
However, lower exhaust temperature was obtained in the other two operating points 2220x225 and 
1650x350 for HVO compared to diesel. Whereas, the opposite trend was observed in NOx emissions 
between fuels in the other engine w/o EGR (Figure 7, right), which can be justified by the lower pre-
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mixed combustion and thus slightly lower exhaust temperature obtained for HVO fuel, despite its higher 
cetane number. Comparing operating points in the engine w/EGR, higher NOx emissions were obtained 
for both fuels in the low-load operating point with respect to the other two medium-load points because 
lower AI50, AI90, EGR rate and output power was reached, despite showing lower exhaust temperature. 

On the other hand, SCR strategy can be analysed by DEF dosing (Figure 8). In the engine with 
EGR, the control unit apply a lower DEF dosing because of the use of EGR system (Figure 8, left) in 
comparison with DEF dosing of the other engine without EGR system (Figure 8, right). Nevertheless, 
with the adjustment of the SCR strategy and the DEF dosing, NOx emissions using HVO fuel were 
almost equal to diesel fuel and close to zero at the exhaust pipe of the engine w/o EGR (see Figure S5 
in the Supplementary material), denoting the high SCR efficiency at these operating points (over 95 % 
NOx reduction, as can be checked in Figure S6 in the Supplementary material) as the corresponding 
manufacturer claims to comply standard limits.  

Fig. 7. NOx emissions obtained for HVO and diesel fuels using the engine w/EGR (left, upstream) and the 
engine w/o EGR (right, up- and downstream) 

Fig. 8. DEF consumption obtained for HVO and diesel fuels using the engine w/EGR (left) and the engine w/o  
EGR (right) 

Particle emissions were measured in a different way with both technologies. Opacity was 
measured in the engine w/EGR (upstream of ATS), whereas particle number was measured in the 
engine w/o EGR (downstream of ATS). Opacity was very low with both fuels, being slightly lower for 
HVO fuel in the two operating points with measurements (Figure 9, left), which can be due to the lower 
aromatic content, higher H/C ratio and lower volatile organic fraction (inferred from lower flash point) 
of HVO fuel with respect to diesel fuel, as explained in other references [25][26]. On the other hand, 
particle number emissions were higher when HVO fuel was used (Figure 9, right), although they 
were well below the certification limit (1x1012 #/kWh). This difference between HVO and diesel fuel in 
terms of PN emissions is clearly discordant with respect to other references [27][28], which point out 
that HVO fuel produces lower particle number emissions in both modes (nucleation and cumulative), 
reaching up to 20 % reduction in PN tailpipe emissions [29]. However, some authors attained an 
increase in soot emissions when using HVO under some engine conditions [30]. Further research 
should be done to clarify the reason/s why this engine w/o EGR produces higher PN when running 
with HVO instead of diesel. Special attention should be put in combustion parameters (injection timing, 
injection pressure, temperature), fuel properties (aromatic content, H/C ratio, volatile organic fraction) 
and ATS parameters (urea injection timing, differential pressure in CUC), when comparing HVO fuel 
and diesel fuel in this engine w/o EGR. 
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When NOx and particle emissions are compared, a noticeable trade-off (NOx-particles) is ob-
served in the engine w/EGR. NOx emissions are slightly higher and opacity is lower when using HVO 
fuel compared to diesel fuel. This trade-off is observed in many other references [13][31][32]. On the 
other hand, the opposite trade-off is apparently checked in the engine w/o EGR, however, particle emis-
sions were reduced by ATS, probably in different way between fuels.  

Fig. 9. Opacity using the engine w/EGR (left) and particle number using the engine w/o EGR (right) obtained 
for HVO and diesel fuels 

5. Conclusions

The performance and emissions obtained with HVO and diesel fuels were quantitatively compared for 
two agricultural engines. In addition, both technologies were qualitatively compared to visualize how 
different engine configurations allows to comply with the same emission regulation (EU Stage V / US 
Tier 4). The renewable paraffinic fuel HVO led to lower fuel mass consumption (<2-5 %) with respect to 
diesel fuel in both engines. On the other hand, similar equivalence ratio and engine performance were 
obtained in the engine w/EGR, whereas slightly lower equivalence ratio and higher engine performance 
were attained using HVO fuel in comparison with diesel fuel in the engine w/o WGR. Differences be-
tween engines are attributed to different engine specifications and the measuring equipment used. In 
terms of emissions, CO2 emissions followed the same tendency as fuel consumption, whereas CO and 
HC emissions were very low and within detection limit of 20 ppm for both fuels and both engines. NOx 
emissions showed a clear different behaviour between both technologies because of differences in en-
gine calibration due to the use (or not) of EGR system. However, SCR allowed to greatly reduce these 
emissions through DEF dosing adjustment. Particle emissions were also different between engines. 
Opacity was lower using HVO fuel in the engine w/EGR due to its lower aromatic content and H/C ratio. 
Nevertheless, HVO fuel led to higher particle number emissions, although they were well below the 
certification limit, in the engine w/o EGR, which should be explained with further research. Therefore, 
diesel fuel can be substituted by HVO fuel in agricultural engines without the need of modifications, 
reaching similar engine performance and direct emissions, and potentially reducing well-to-wheel CO2 
emission up to 90 % compared to diesel fuel. However, the characteristic HVO combustion performance, 
due to its properties, makes possible a further optimization of the engine when renewable paraffinic 
fuels (EN 15940) are used. Then, a future project based on HVO engine optimization is recommended, 
independently of the ATS strategy defined. 
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Abstract. While ammonia (NH3) is largely viewed as a promising alternative fuel due to its lack of car-
bon, several issues need to be addressed prior to widespread adoption. In addition to infrastructure and
materials compatibility, one particular risk is an increase in NOx and N2O emissions due to fuel-bound
nitrogen. This study investigates the potential to reduce NOx emissions from NH3 combustion through
staging, which includes two distinct ignition events at disparate conditions; typically, a primary zone par-
tially burns a fuel-air mixture prior to completing the combustion in a subsequent stage that may include
the introduction of additional air. The process can be emulated in a constant volume combustion cham-
ber (CVCC) by initially igniting a rich mixture, adding air to the combustion products, and then igniting
a second time at a globally lean condition. This approach provides isolated insight into how changes in
initial pressure and equivalence ratio (for both stages) affect the production of NOx emissions. Additional
experiments with argon (Ar) as the working fluid are conducted in parallel to isolate the fuel-bound NOx

production pathway. The experimental results indicate that a staged approach dramatically reduces NOx

emissions, particularly in comparison to stoichiometric and lean ammonia combustion. Combustion of
ammonia with argon as the working fluid generates only fuel-bound NOx while increasing the laminar
burning velocity. The comparatively higher specific heat of argon stretches the flammability limit result-
ing in spherical flames even at low equivalence ratios with minimal buoyant forces. In comparison with
other emissions control technologies, staged combustion provides a pathway to reduce NOx emissions
from ammonia combustion for practical devices such as internal combustion engines and gas turbines.

1. Introduction

Significant pollution and greenhouse gas emissions are amongst the two most pressing downsides of
using conventional fossil fuel as energy sources. Since approximately 79% of total U.S. energy produc-
tion in 2022 came from fossil fuels, including 60% of electricity generation and 94% of the transportation
sector [1], further adoption of renewable energy sources remains a global challenge. Hurdles remain
around integrating intermittent renewable sources like solar and wind, especially with respect to specific
sectors outside of large-scale grid implementation. Sustainable fuels could be better suited for applica-
tions requiring high energy densities such as aviation and heavy transportation [2]. For renewable fuels
to be considered viable alternatives to fossil fuels, they must not only match or surpass the energy den-
sity and handling characteristics of conventional fuels but also achieve reduced, net-zero, or zero carbon
emissions.

Ammonia (NH3) is a potential zero-carbon fuel, which can be produced from renewable sources.
Furthermore, ease of storage [3] and a high volumetric energy density in comparison to natural gas and
hydrogen [4] has made NH3 a promising candidate to replace fossil fuels. Furthermore, NH3 has been
used at industrial scales for decades with a well-established infrastructure producing more than 175
million tons globally every year [5]. Though it is primarily produced using nitrogen from air and hydrogen
from fossil fuels [6], it can potentially be economically produced using hydrogen from renewable sources
[7–9] or through direct photo-catalytic synthesis [10–12].

Unfortunately, NH3 has some distinct implementation difficulties [13, 14] including low flammability
[15], high corrosivity [14], and a low flame speed [16]. These issues need to be addressed before its
widespread usage in practical systems such internal combustion engines and gas turbines. Additionally,
the fuel-bound nitrogen in NH3 leads to a substantial increase in NOx emissions during combustion
[17–19]. In order to evaluate its potential as a zero-carbon fuel, extensive fundamental studies have
been conducted on NOx formation from NH3 combustion. Mashruk et al [20, 21] studied NOx and N2O
generation from NH3-H2-air premixed swirl flames. The authors further investigated NH3-CH4-air flames
at varying equivalence ratios and NH3 fractions [22]. Zheng et al. simulated that the NH3 flame speed
can be increased through adding a small amount of active fuels (blends of CH4 – H2) without increasing
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NOx emissions [23]. The effect of OH*, NH2*, NH* radicals on NOx formation have also been studied
by researchers using large-eddy simulations of model flames [24] and chemiluminescence [25, 26]. The
influence of combustor design on emissions has also been thoroughly investigated, including the use of
swirl to stabilize the low flame speed [27], moderate or intense low oxygen dilution (MILD) combustion
[28], the lean-burn dry-low emissions (DLE) technique [29],combustion at high initial pressures [27],
steam addition [30] and staged combustion or rich-quench-lean (RQL) method [31, 32].

1.1 Staged Combustion

Natural gas fueled applications can minimize NOx emissions through the use of a 2-stage method
that includes a controlled lean primary stage combustion to limit NOx production by maintaining low tem-
peratures. The remaining fuel is ignited a second time, again at a lean condition, to minimize residence
times at high temperatures [29]. However, combustors that use a fuel that contains nitrogen (such as
NH3) are more suited for the Rich-Quench-Lean (RQL) method, where a rich primary zone is followed by
a lean secondary zone. Utilizing this concept, Pratt & Whitney have been able to develop reduced NOx
combustors for aircraft gas turbine engines [33]. Recently, researchers have found success in achieving
significantly less NOx production rates through the RQL configuration coupled with some other modifica-
tions when compared to a single stage burner operating at the same overall equivalence ratio. Wu et al.
found that staged combustion can lower NOx emissions at high temperature and low overall equivalence
ratios (Φ ≤0.8) [34]. Elevating the combustion temperature in a highly reducing atmosphere can boost H
atom concentrations and alter the composition and magnitude of the radical pool, thereby promoting the
conversion of NO to N2. Simulations by Mashruk et al. [35] and Božo et al. [36] found that adding steam
to the RQL system leads to lower NOx emissions due to the recombination of species and lower com-
bustion temperatures. Okafor et al. found that it was necessary to have a sufficiently long fluid residence
time in the primary combustion chamber to control unburned ammonia and N2O emissions in 2-stage
RQL ammonia combustors [37]. A lower NOx generation rate was achieved by adding methane to the
ammonia-air mixture while increasing the flame speed [38].

Internal combustion engines have also adopted concepts that borrow from staged combustion. At a
basic level, exhaust gas recirculation can be viewed as partially staged combustion. In other instances,
a pre-chamber has been used in conjunction with an internal combustion engine (ICE) for staged com-
bustion [39, 40], showing both reduced NOx emissions and throtteless operation at ultra-lean conditions.
Staged combustion has also been approximated in ICE applications using multiple injection events, often
in systems that are compression ignited [41, 42]. Lastly, individual cylinders have been used for partial
fuel-reforming and recirculated back to other cylinders [43]; this method starts to approach what could
be implemented to achieve 2-stage combustion for NOx reduction in ammonia-fueled engines.

A two-stage rich-lean combustion approach has been suggested by the researchers to manage emis-
sions from ammonia/air combustion. This method, while reducing NOx emissions, comes at the cost of
increased unburned ammonia and hydrogen production resulting from ammonia breakdown. At this early
phase of development, it remains unclear if modifications to combustor design and the use of two-stage
combustion will sufficiently lower NOx emissions, potentially eliminating the need for additional NOx
reduction equipment downstream [44, 45]. Many ongoing studies have attempted to determine the opti-
mum operating conditions (initial equivalence ratio, pressure, and residence time) that enable the lowest
achievable NOx emission rates [46–48].

This study investigates the reduction of NOx emissions from NH3 combustion through staged com-
bustion, emulated in a constant volume combustion chamber (CVCC) by initially igniting a rich mixture,
adding air to the combustion products, and then igniting a second time at a globally lean condition. This
approach provides isolated insight into how changes in the initial equivalence ratio and the amount of
secondary air affect the production of NOx emissions. Unlike all other studies conducted before, both
stages of the combustion experiments in this study were conducted inside a single CVCC. Single stage
NH3 combustion using argon (Ar) instead of nitrogen (N2) as the diluent was also studied to isolate the
controbutution of fuel-bound nitrogen without the influence of N2 in the air. These experiments also
provided insight into the effect of the Ar substitution on the laminar burning velocity of NH3.

2. Methodology

Spherically expanding flames generated from 2-stage premixed combustion of NH3 inside a CVCC
were analyzed over two different initial equivalence ratios and a range of added secondary air. The
amount of air inserted into the chamber after stage 1 determined the cumulative equivalence ratio of the
mixtures after two stages of combustion events.
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2.1 2-Stage Combustion inside CVCC

Figure 1 shows the experimental setup, consisting of a CVCC coupled with a Z-type schlieren imag-
ing system, pressure transducers, data acquisition (DAQ) system, vacuum pump, gas cylinders, a cen-
trally located spark ignition system, and a Fourier transform infrared (FTIR) spectroscopy system. The
specifics of the CVCC and DAQ system has been presented in detail in a previous study [49].

Fig. 1: Schematic of the experimental setup including the CVCC coupled with Z-type schlieren visualization, vacuum 
pump, ignition system, DAQ, and FTIR.

Before each combustion experiment, the combustion chamber and connected lines were evacuated 
to below 400 mTorr, ensuring no residual gasses from previous trials being present. The lines and 
chamber were then filled with research-grade gasses using the partial pressure method, monitored using 
the piezoresistive pressure transducers. This procedure established the desired equivalence ratio for the 
mixtures tested in the first stage of the experiment. Before ignition, the mixture was allowed to stabilize 
for three minutes. During these three minutes, the lines were then evacuated and subsequently filled 
with research-grade compressed air according to the partial pressures required to create the cumulative 
equivalence ratio desired for the second stage of combustion. The rich mixture was then ignited. The 
air from the lines was added to the chamber containing the initial combustion byproducts from the first 
stage. The amount of air introduced is carefully controlled based on the pressure in both the lines and 
the combustion chamber (air pressure in line was set at a higher pressure so that once the chamber is 
opened again, the air in-line enters the chamber and stabilizes). Once the desired pressure is reached, 
the cell is closed off from inlet lines and the products are ignited again. This mixture has a portion of 
its combustion products measured using an Fourier Transform Infrared (FTIR) spectrometer in order to 
analyse the level of NOx produced in the experiment. The different steps of the 2-stage combustion 
experiments conducted in this study have been explained in the process diagram in Figure 2.

It is worth emphasizing here that the above procedure was followed for the dual stage experiments 
where the first stage was rich and the second was lean. In the case of the single stage combustion of 
NH3 with the N2 in the air replaced by Ar (NH3-O2-Ar mixture), only the first part of the procedure was 
followed to create the mixture with the required equivalence ratio, followed by the wait period and ignition. 
There was no addition of additional air or a second combustion event.

The emissions results (NO, NO2, N2O) from the 2-stage combustion trials were compared against 
the NOx measurements from 1-stage combustion of a mixture with the corresponding lean equivalence 
ratio. The equivalence ratios tested have been presented in Table 1.
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Fig. 2: Illustration of the steps required to perform staged combustion in the CVCC.

2.2 Exhaust Analysis with FTIR

Fig. 3: Experimental set-up including the CVCC with Z-type schlieren imaging and FTIR for exhaust characterization.

A Fourier Transform Infrared (FTIR) spectrometer (seen in Figure 3) was used to analyze the exhaust
samples in this study. This method involves passing infrared radiation through a gas cell containing a
known volume of gas. The gas absorbs radiation at specific wavelength ranges and at discrete quantities,
creating a unique fingerprint for each exhaust product. A library of absorption spectra, collected at known
gas concentrations, was used to generate calibration curves for each gas of interest by comparing the
absorption curve intensity of each gas to the known concentration of each input gas analysed. By com-
paring exhaust spectra of unknown quantities against these calibration curves, the gases present and
their concentrations can be determined [50]. More about the calibration matrix used in this experiment
can be found in a a previous publication [16].

The exhaust gases from the CVCC experiments were directed to the FTIR (ThermoFischer Nicolet™
iS20) through 1

4 inch stainless steel lines equipped with an integrated chiller. This chiller condensed the
water vapor (and the absorbed NH3) out of the gas stream. Removing water was necessary because its
broad absorption spectrum interferes with key measurement regions for NOx species. Condensing out
water is a common practice in emissions analysis protocols, such as when using a NOx analyzer with
engines. After condensation, the gas flowed into a 200 ml gas cell with a 2 meter path length. Once in
the cell, the gas pressure and temperature were recorded before collecting a spectrum (16 scans at 1
cm−1 resolution). The gas cell was maintained at 100°C to remain consistent with the gas calibrations
used for quantification.
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During the measurement process, there is a risk of NO and O2 reacting to form NO2 over time. To 
account for this potential issue, the combined concentration of NO and NO2 (NOx) is calculated and 
analyzed for each trial. The concentrations are determined from the spectra collected per trial using 
the OMNIC™software (version 9.12.1019) associated with the FTIR unit, along with the gas calibrations 
provided by the manufacturer.

Table 1: Initial and cumulative equivalence ratios used in the staged combustion experiments.

Initial Equivalence Ratio Cumulative Equivalence Ratio
(ΦS1) (ΦS2)

0.89
1.25 0.8

0.75
0.92

1.3 0.82
0.77
0.71

2.3 Laminar Burning Velocity (LBV)

In addition to the exhaust measurements which were carried out for all experiments, the laminar burn-
ing velocity (LBV also known as the unstretched flame speed) was calculated for single stage NH3-O2-Ar
combustion experiments. This was done using the high speed schlieren images recorded at a frame
rate of 8000 frames per second at a resolution of 384 x 384 pixels. The images were processed with
a MATLAB code to calculate the instantaneous flame speed, Sb, was using Equation 1, where rf is the
radius (cm) of the spherically propagating flame in each frame and t is the time (s).

Sb =
drf
dt

(1)

The corresponding flame stretch (K) values for the spherical flames were calculated using Equation
2. The flame stretch values were then extrapolated to calculate the flame speed at zero stretch.

K =
1

A

dA
dt

=
2

rf

drf
dt

= 2
Sb

rf
(2)

Finally, the zero stretch flame speeds were corrected for density change between unburned and
burned gas using Equation 3 to calculate the LBV.

Su =

(
ρb
ρu

)
drf
dt

(3)

The methodology discussed here briefly for recording schlieren images and calculating the LBV is
discussed in more detail in a previous publication [49].

2.4 Uncertainty Analysis

The major sources of errors present in this study could be divided into two categories: (1) experimental
error introduced during mixture preparation and (2) repeatability error associated with conducting multiple
trials at each mixture configuration.

With respect to the experimental error, piezoresistive pressure transducers (Omega PX419) with an
uncertainty level of ±0.08% were used to fill up the chamber with gases that had a purity level of at least
99.999%. These error bars would be applicable along the X-axis representing the different equivalence
ratios. For example, if gases were inserted into the CVCC to theoretically prepare a stoichiometric mixture
of ammonia/air at an initial pressure of 1 bar, the value of Φ would fall between 0.9976 and 1.0024. Since
this is very negligible, the error bars along the X-axis have not been presented in the plots.

The error bars along the Y-axis correspond to the variability detected in the exhaust of these com-
bustion experiments at ppm level. The FTIR unit produced the standard error data for each species from
each trial of the experiments. A single standard deviation (SD) was calculated from these three individual
SD data points using Equation 4.
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SD =

√
(SD1)2 + (SD2)2 + (SD3)2

9
(4)

The statistical SD was derived using the mean values from the three trials using Equation 5 where N
is the population size and x denotes the mean.

s =

√√√√ 1

N

N∑
i=1

(xi − x)2 (5)

The larger standard deviation was then selected to be the standard deviation of that specific experi-
mental condition.

3. Results and discussion

3.1 Comparison between 2-stage and 1-stage ammonia combustion

Fig. 4: NO concentration in the exhaust at varying initial ((a)ΦS1 = 1.25, (b) ΦS1 = 1.3) and cumulative equivalence 
ratios with N2 as the working fluid

.

Nitrogen oxides are generated through three different processes. The primary mechanism for NOx 
formation during combustion is thermal NOx, which occurs due to the thermal dissociation of oxygen 
and nitrogen molecules and the subsequent reactions between them. The majority of NOx produced via 
this pathway happens in extremely high temperature zones. NOx production rates increase with higher 
oxygen concentrations, higher peak temperatures, and longer exposure times at the peak temperature. 
Staging the combustion of NH3 can help reduce thermal NOx emissions because the primary combustion 
occurs in an oxygen deficit environment resulting in lower peak temperatures.

Figure 4 shows the amount of NO emissions for both 2-staged and 1-stage direct NH3 combustion 
for the corresponding cumulative equivalence ratio. For NO emissions, as the amount of air added 
before the second stage combustion increases, a decreasing trend in NO values is observed when the 
initial equivalence ratio is 1.3. But the amount of secondary air seem to have no significant effect on 
the NO measurements when the initial equivalence ratio was lowered down to 1.25 (as seen in fig 4(a)). 
Regardless of the initial equivalence ratio or the amount of air entered in the second stage, all of the 
cases tested showed a drastic decrease (from 55% to 98%) in NO emissions compared to the combustion 
events where this amount of fuel and oxidizer were ignited in one stage. A similar trend was observed 
in the NO2 emissions data shown in Figure 5, exhibiting a reduction in emissions from 1-stage direct 
combustion to 2-stage combustion.

From the time of the initial combustion event to the exhaust sent inside the gas cell for analysis, NO 
and O2 potentially have time to form NO2 [51]. To mitigate this effect, the combined concentration of NO 
and NO2, (i.e., NOx) has also been calculated and presented in the analysis for each trial. The combined 
NOx results presented in Figure 6 exhibits less variance amongst different initial equivalence ratios and 
secondary air amount (resulting in smaller sized error bars). Apart from showing a significant reduction in 
overall NOx emissions for a 2-stage NH3 combustion, it also confirms to the findings reported by Nawaz
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Fig. 5: NO2 concentration in the exhaust at varying initial ((a)ΦS1 = 1.25, (b)ΦS1 and cumulative equivalence ratios 
with N2 as the working fluid

.

Fig. 6: NOx concentration in the exhaust at varying initial ((a)ΦS1 = 1.25, (b) ΦS1 = 1.3) and cumulative equivalence 
ratios with N2 as the working fluid

.

et al. [16] where a reduction of NOx emissions was observed when the equivalence ratio of ammonia/air 
mixture decreased from 0.9 to 0.7.

Since NO is the dominant species that determines total NOx emissions, it is evident that anything that 
promotes NO relaxation will also reduce total NOx emissions. The unrelaxed NO produced in the primary 
stage is the dominant source of NO in final combustion products and this reduction is driven by longer 
residence time in combustors and higher pressures [47]. Since the first stage combustion in this study is 
conducted in a fuel rich region where the maximum pressure achieved during combustion is lower than 
that of a globally lean condition, a decrease in NO value is observed. At the second stage, the rise of 
pressure during combustion is even lower as the remaining fuel ignites amidst products from the first 
stage combustion. This results in a lower temperature during combustion that reduces the overall NOx 
production rates.

It has also been reported in literature that in rich ammonia flames (such as an initial equivalence 
ratio of 1.3), insufficient oxygen hinders nitrogen-containing radicals from bonding with O and OH, which 
encourages the production of H2 and N2 [29]. Furthermore, it is anticipated that when unburned ammonia 
recirculates, it may generate selective non-catalytic reactions within the flame, leading to the breakdown 
of NOx [29].

It has been reported in previous studies that as ammonia/air mixtures gets leaner, there is an increase 
in N2O concentration in the exhaust [16]. This trend is also observed in first stage experiments conducted 
in this study. Similar to the NO and NO2 values, N2O also exhibit a decreasing trend upon switching to 
a 2-stage combustion method from a single stage combustion shown in fig 7.

The unburned ammonia left in the exhaust after each trial was also measured in the FTIR. For every
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Fig. 7: N2O concentration in the exhaust at varying initial ((a) ΦS1 = 1.25, (b) ΦS1 = 1.3) and cumulative equivalence 
ratios with N2 as the working fluid

.

Fig. 8: Unburned NH3 concentration in the exhaust at varying initial ((a) ΦS1 = 1.25, (b) ΦS1 = 1.3) and cumulative 
equivalence ratios with N2 as working fluid

trial, regardless of the varying initial rich equivalence ratio the amount of unburned ammonia was always 
lower after the mixture went through two stages of combustion instead of being ignited at once which is 
also evident from Figure 8. Future studies have been planned to analyze the unburned fuel in detail for 
varying equivalence ratios of ammonia/air combustion.

3.2 Fuel bound NOx emissions from NH3-Ar combustion

In addition to thermal NOx there is another significant pathway, known as fuel-bound NOx, which 
results from reactions between oxygen and tthe nitrogen chemically bound within the fuel molecules. 
Unlike hydrocarbons, NH3 contains a nitrogen atom in its molecule. As a result, fuel-bound NOx begins 
to contribute substantially to the overall NOx emissions.

Noble gases like Argon (Ar) have been utilized by researchers for enhancing thermal efficiency of 
the combustion process due to its higher specific heat ratio compared to nitrogen [52, 53]. In this study, 
nitrogen was replaced with argon as working fluid for ammonia combustion across different equivalence 
ratios. Due to the absence of environmental nitrogen, the NOx measured from NH3-Ar experiments 
would only be generated by the fuel-bound mechanism. Upon comparing the emissions from NH3-N2 
and NH3-Ar mixtures (shown in Figure 9), it is evident that the mixtures with nitrogen as working fluid, 
generated an increased amount of NOx compared to the ones that contained argon. These mixtures 
did not only generate fuel bound NOx but also thermal NOx which resulted from the thermal dissociation 
of oxygen and nitrogen molecules and the subsequent reactions between them. Since this mechanism 
was neutralized in NH3-Ar mixtures, they produced only the fuel bound NOx. The difference between 
two emission values for a specific equivalence ratio shown in Figure 9 gives us an assumption of exactly 
how much of the NOx generated in ammonia combustion is from the thermal NOx mechanism.
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Fig. 9: Emission data from premixed NH3-N2 and NH3-Ar flames across different equivalence ratios.

Regardless of the working fluid in use, NO, N2O, and NOx showed an increasing trend as the mixture
got progressively leaner. It is worth noting that there was a sharp decline NOx emission values as the
equivalence ratio was changed from stoichiometry to Φ = 1.1, primarily due to incomplete combustion.

Fig. 10: Unburned ammonia from premixed NH3-N2 and NH3-Ar flames at varying equivalence ratios

Emissions data from Φ = 0.7 showed the opposite transition with changing working fluids where
NH3-Ar emissions were a lot higher than those of NH3-N2 mixture. At Φ = 0.7, the mixture was ex-
tremely lean generating a floating shaped flame significantly influenced by buoyancy. This resulted in
majority of the ammonia inside the CVCC (especially the lower region of the chamber) left unburned
and generating such low emissions. This was not the case when argon was used as the working fluid
and the flame generated at that particular mixture was free of any buoyancy effect. It can also be seen
in Figure 10 where it shows the comparison between the unburned ammonia from argon and nitrogen
experiments.
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3.3 Laminar Burning Velocity

Laminar burning velocity (LBV) is a characteristic property of a fuel-mixture. It is a commonly used
metric to validate chemical kinetic models while also giving insight into the pressure rise, heat release
rate and the residence time inside a combustion chamber.

Apart from reducing thermal NOx emissions, combustion of any fuel with argon as working fluid can
be utilized as a potential method of increasing flame speed. This works exceptionally well for fuels with
low laminar burning velocities such as ammonia. Due to the smaller specific heat capacity of Ar (20.786
J/mol − K) compared to N2 (29.124 J/mol − K), the mass burning flux of argon is higher than that of
nitrogen, meaning that the flame generated by a fuel accompanied by argon would always have a higher
adiabatic flame temperature when replaced with nitrogen resulting in comparatively increased laminar
burning velocity [54].

Fig. 11: Laminar burning velocity of premixed NH3-N2 and NH3-Ar flames at varying equivalence ratios

Figure 11 shows the comparison between the laminar burning velocities of NH3-Ar and NH3-N2 flames
across varying equivalence ratios. As expected, NH3-Ar flames exhibit increased LBVs across all of the
equivalence ratios tested. Both Ar and N2 mixtures achieve peak LBV at the equivalence ratio of Φ = 1.1
at then decreases gradually as the mixture equivalence ratio shifts away.

It is also important to know where does this shift of increased LBV stands with respect to the other
methods of increasing ammonia’s flame speed. Figure 12 compares the values found in this study with
the values reported by Nawaz et al. [16] where hydrogen was added with ammonia in varying concen-
trations to increase the LBV.

Spherically expanding flames are heavily influenced by buoyant forces when the fuel mixture is close
to its lower flammability limit. It can be seen that at fuel lean conditions, NH3-Ar flames do not appear
as floating flames like they do in corresponding NH3-N2 flames (shown is Figure 13). This implies that
by replacing N2 with Ar, it is possible to stretch the flammability limit of NH3 combustion further (both on
the lean and rich side). Since flammability limits of a fuel mixture are determined by the fuel chemistry,
adiabatic flame temperature, pressure, and thermal radiation, switching the working fluid from nitrogen
to argon can enable combustion of ammonia at even leaner conditions[55].

589



Using Staged Combustion to Mitigate NOx Emissions from Ammonia

Fig. 12: Comparison between laminar burning velocity of premixed NH3-Ar and different blends of NH3-H2-N2 flames 
at varying equivalence ratios

Fig. 13: Premixed (a) NH3-N2 and (b) NH3-Ar flames at an equivalence ratio of Φ = 0.9
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4. Conclusions

Staged combustion of NH3 was tested inside a constant volume combustion chamber across various
initial and cumulative equivalence ratios. An analogous ammonia/air mixture was prepared separately to
match the cumulative equivalence ratio for each of the 2-stage mixtures tested and ignited directly. The
exhaust generated from both these mixtures was sent to an FTIR spectrometer and analyzed for NOx

emission data. Based on the schlieren images and spectra analysis obtained during the experiments,
the following conclusions can be made.

• For an initial equivalence ratio of 1.3, a decreasing trend in NO emissions was observed as the sec-
ondary mixture got progressively leaner. This trend was not observed when the initial equivalence
ratio was 1.25.

• NO is the dominant species in the total NOx emissions for all tested conditions.

• N2O and NO2 emissions remained relatively constant with varying secondary air.

• Regardless of the initial or cumulative equivalence ratios tested, all of the exhaust showed a dra-
matic reduction in NO, NO2, and NOx emissions (ranging from 55% to 98%) compared to direct
one-stage combustion of mixtures at corresponding equivalence ratios.

• Similar observations were made for single-stage and 2-stage N2O measurements. The data showed
a drop of 56% to 87% when burning NH3 in staged combustion compared to a single-stage across
all of the different conditions tested.

• Regardless of the working fluid (Ar or N2) in use, NO, N2O, and NOx showed an increasing trend
as the mixture got leaner.

• Replacing nitrogen with argon as the working fluid results in an increase in the LBV across all of
the tesetd equivalence ratios, with the highest value observed at Φ = 1.1.

• Usage of argon as the working fluid stretches the range of flammability limit of ammonia flames,
resulting in spherical flames even at low equivalence ratios with minimal buoyant forces.

In conclusion, employing a two-stage combustion procedure — initiating combustion in an oxygen-
deprived environment followed by igniting the remaining ammonia in a fuel-lean mixture — demonstrates
an overall reduction in NOx and N2O emissions compared to single-stage stoichiometric operation. It is
important to note that the experimental methodology discussed here does not encompass applications,
since specific factors such as residence times and wall temperatures will also affect emission pathways.
Nevertheless, these findings underscore the potential of staged combustion for mitigating emissions in
ammonia-based systems. Future research should focus on optimizing equivalence ratios for both stages
to further minimize NOx emissions, while also exploring effective strategies for integrating this approach
into gas turbines or internal combustion engines.
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Abstract.  As a potential strategy for thermal efficiency improvement of diesel engines, TAIZAC (TAn-
dem Injector Zapping ACtivation) injectors have been developed with simple serial connection of the 
injectors in the authors' laboratory at Meiji University.  "Inversed-delta" injection rate shaping (i.e., injec-
tion rate is ramped down during the injection period) can be easily realized using TAIZAC injectors and 
it has been expected to reduce late combustion and wall heat loss simultaneously.  Varieties of TAIZAC 
injectors assuming passenger car engines have already achieved a cooling loss reduction in previous 
performance tests.  However, it is not easy to elucidate the heat transfer phenomena on the diesel-
flame-impinged wall surface, and the mechanism of cooling loss reduction by inversed-delta injection 
has not been clarified yet.  In order to examine the effects of the inversed-delta injection on wall heat 
transfer in heavy-duty diesel engines, heavy-duty TAIZAC injectors were newly developed and high-
speed infrared thermography of chromium coated quartz wall surface impinged by diesel spray flame 
was conducted in a constant volume combustion chamber.  Regardless of the increased fuel amount 
and the change in the injection rate patterns between conventional rectangle and inversed-delta cases, 
the infrared radiation from the back surface of the chromium layer consistently exhibited distinct radially 
striped patterns similarly to the previous parametric studies with light-duty TAIZAC.  With inversed-delta 
injection, heat flux on wall surface was successfully reduced compared to the conventional rectangular 
injection case, potentially due to reduced spray penetration and reduced flow velocity near the wall 
caused by the inversed-delta injection.  In the conventional rectangular injection case, the advection 
speed of the radially striped pattern exhibited the first peak at the beginning of wall impingement and 
the second peak at the end of injection.  This second peak was considered to be caused by the entrain-
ment wave arising at the end of injection.  In the inversed-delta injection cases, the second peak of 
advection speed became indistinct as the extent of the inversed-delta injection duration was increased.  
Interestingly, the heat flux did not show notable increase despite of advection speed increase and ex-
pected flame temperature increase at the end of injection.  Possible explanations for this low correlation 
between the advection speed and heat flux at the end of injection might be reduced temperature differ-
ence between the flame and the wall in the later phase of combustion period and potential difference in 
the near-wall flow component vertical to the wall.  Further examination of the results obtained in the 
present study is expected to contribute to better understandings of the wall heat transfer during diesel 
flame impingement. 

1. Introduction
It is necessary to achieve carbon neutrality by 2050 all over the world [1]. Responding to the social 
demand, the automotive industry is rapidly accelerating the replacement of internal combustion engine 
vehicles with electrified ones. However, since CO2 emissions come mostly from the burning of fossil 
fuels, global energy-related CO2 emissions need to be reduced if we are to slow global warming [2]. 
Fossil fuel consumption still accounts for a significant portion of primary energy in most countries includ-
ing Japan [3]. Under these circumstances, the reduction of CO2 emissions through electrification of 
vehicles is limited. 

According to the scenarios examined in BP’s Energy Outlook2023 [4], the growth of the global 
economy requires more vehicles to transport goods, and even in the accelerated and Net Zero scenario 
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(NZE2050), medium- and heavy-duty vehicles will rely on oil products more than 65%. Among different 
types of internal combustion engines, the relative importance of diesel engines will not change in the 
carbon neutral society to come, mainly because of its inherently high thermal efficiency and high torque, 
and also for the best utilization of multiple distillate fractions from crude oil. It is also indicated that diesel 
fuel will likely be a significant part of the global energy economy well beyond 2050. Therefore, in order 
to realize the carbon neutrality in the global transportation sector, the maximum efforts have to be made 
both in the vehicle electrification and the thermal efficiency improvement of internal combustion engines, 
pursuing their best balance from the long-term perspective. 

Multiple government-funded programs such as SIP Innovative Combustion Technology program 
in Japan [5] and SuperTruck II program in the U.S. [6] have demonstrated brake thermal efficiency over 
50% for passenger diesel and close to 55% for heavy-duty diesel, respectively. Johansson et al and 
Uchida et al have recently been demonstrating brake thermal efficiency exceeding 55% with Double 
Compression Expansion Engine (DCEE) concept and/or an engine equipped with three injectors [7, 8, 
9]. In order to improve the thermal efficiency of diesel engines, reduction of cooling loss has been at-
tracting growing attention [10, 11, 12]. However, heat transfer from diesel flame to combustion chamber 
wall, known as a dominant factor in the cooling loss, is an extremely unsteady and spatially varying 
process. With conventional point-measurement heat flux sensors, it is extremely difficult to understand 
the spatial/temporal variation of heat flux distribution and its correlation with turbulent flame structure 
[13, 14, 15, 16, 17, 18]. The details of the process and its mechanism therefore remain unclear and 
relevant engine heat transfer models need further improvements.  

As a new method to examine the extremely unsteady and spatially varying wall heat transfer 
phenomena on diesel engine combustion chamber wall, high-speed imaging of infrared thermal radia-
tion from a chromium-coated glass wall surface impinged by a diesel spray flame has been explored 
and conducted in a constant volume combustion chamber by the authors using a high-speed infrared 
camera [19, 20]. Based on the previous reports, it was confirmed that the distributions of infrared radia-
tion, temperature, and heat flux exhibited coherent and streaky structure with radially striped patterns 
extending and waving from a stagnation point likely reflecting the near-wall turbulent structure in a wall 
impinging diesel flame under parametric studies varying fuel injection pressure, ambient gas oxygen 
concentration, wall impinging distance, wall surface roughness, and wall materials, which corresponded 
to the actual diesel engine operating conditions.  

In addition, authors have been proposing the use of progressive ramp-down or “inversed-delta” 
injection rate shaping as a potential strategy for thermal efficiency improvement of diesel engines, tar-
geting simultaneous reduction of the late combustion and the wall heat loss [21, 22, 23, 26]. Figure 1 is 
a conceptual diagram for the inversed-delta injected diesel combustion based on the results of optical 
diagnostics [21, 23] and LES predictions of a diesel spray flame with detailed chemical kinetics [24, 25]. 
Compared to the conventional rectangular injection, the inversed-delta injection is predicted to enable; 

1. suppressed catch up of following injected fuel to the preceding injected fuel and shift of the
axial fuel distribution towards the upstream,
2. reduced flame tip penetration and flame impingement on the piston surface and thus reduced
wall heat loss, and
3. enhanced growth and axial separation of large vortical structures enhancing air entrainment,
mixing and thus reducing combustion duration.

For these features, inversed-delta injection is expected to reduce cooling loss by suppressing the wall 
impingement of the hot flame. In order to realize the above explained inversed-delta injection for exper-
imental demonstrations, a new injector hardware with simple serial connection of injectors was devel-
oped in our laboratory and named as “TAIZAC (TAndem Injectors Zapping ACtivation)” [22, 26].   

In our studies, TAIZAC can easily realize the progressive ramp-down or “inversed-delta” injec-
tion rate shaping as a potential strategy for thermal efficiency improvement of diesel engines, as demon-
strated in our numerous previous publications on engine test results using TAIZAC injectors [22, 27, 28, 
29]. For instance, the fourth-generation TAIZAC injector was applied to a single-cylinder engine and a 
cooling loss reduction of 2.2 pt was reported in a previous performance test [27]. Our numerous previous 
engine test results of TAIZAC have also shown that NOx and PM emissions are not worsen by the 
inversed-delta injection. The NOx emission level is around 1500ppm without EGR and PM emission 
level is 0.02-0.04 FSN both for conventional rectangle and inversed-delta cases [27]. However, it is not 
easy to elucidate the heat transfer phenomena on the diesel-flame-impinged wall surface with strong 
spatio-temporal variations using conventional measurement methods, and the mechanism of cooling 
loss reduction by inversed-delta injection is insufficiently clarified. In order to elucidate the heat transfer 
phenomena on the diesel-flame-impinged wall surface, we considered that the above method using the 

597



Infrared High-Speed Thermography of Wall Surface Impinged by Diesel Spray Flame 

high-speed imaging of infrared thermal radiation from a chromium-coated glass wall surface impinged 
by a diesel spray flame would be effective. 

The previous studies using TAIZAC injectors were conducted mainly on the assumption of pas-
senger car engines. The authors have supposed that the effect of the inversed-delta injection described 
above is likely to be enhanced in heavy-duty diesel engines because they have relatively larger com-
bustion chambers and longer injection periods compared with passenger car engines.  We have newly 
developed heavy-duty TAIZAC injectors and have conducted some performance tests in single-cylinder 
engine and in constant volume combustion vessel. The purpose of this study is to examine the effects 
of the inversed-delta injection on wall heat transfer in heavy-duty diesel engines using a newly devel-
oped heavy-duty TAIZAC (TAndem Injector Zapping ACtivation) injectors, and high-speed infrared ther-
mography of chromium coated quartz wall surface impinged by diesel spray flame was conducted in a 
constant volume combustion chamber. 

2. Experimental methodology

2.1 Experimental Apparatus 

The setup and conditions of the present study are similar to the ones of our previous study [19, 20] and 
details can be found in our previous publication [19, 20]. The high-speed imaging of infrared thermal 
radiation from the diesel-flame-impinged wall surface was conducted in a pre-combustion type optically 
accessible constant-volume combustion vessel as shown in Figure 2. The vessel has three identical 
optical window ports at both sides and the top with a view field of Φ35mm in a diameter. The window at 
the top was used for high-speed visualization of soot luminosity from a diesel spray flame using a high-
speed camera (nac Image Technology Inc, GX-1, 10000fps, 464 × 464 pixels). One of the side ports 
was used for installing a heavy-duty TAIZAC injector, which is described in the following section, instead 
of a window and the other port on the opposite side was used for infrared high-speed imaging of the 
wall surface. The optical polished quartz patch was attached onto the inner surface of the window and 
coated with a 600 nm thick chromium layer and a protective 30nm SiO layer. This coating serves as a 
thermal radiator targeted for infrared high-speed imaging and also as a blocker for intense diesel flame 
soot luminosity. The 2mm thickness of the quartz window patch is estimated to be thick enough to cover 
the thermal penetration depth into the window patch during diesel flame impingement. The infrared 
radiation from the chromium-coated window surface heated by the diesel flame impingement was 
observed from back through the window using a high-speed infrared camera (Telops, Fast-IR M3k, 

Fig. 1. Conceptual diagram for the conventional rectangular and inversed-delta injected diesel combustion
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10000fps, 128 × 128 pixels). The resulting spatial resolution of the flame-impinged chamber wall images 
is approximately 0.27mm (35mm / 128 pixels). 

The measured infrared radiation was converted to temperature by calibrating the infrared 
radiation intensity to temperature using an electric furnace. The chromium coated quartz window was 
placed in an electric furnace and the infrared radiation was imaged at known steady temperatures using 
the identical infrared high-speed camera [19, 20]. The heat flux distribution was obtained by numerically 
predicting the 3-D transient thermal conduction into the wall using the time-sequential wall surface 
temperature distributions as the boundary condition with the standard Fourier's law of thermal 
conduction provided in the ANSYS software [19, 20]. The model size was 34.944 × 34.944 × 0.23 mm, 
and the mesh was divided into 128 × 128 sections with the same spatial resolution as that of the infrared 
radiation image on the wall surface and into 10 sections using an unequally spaced mesh in the wall 
thickness direction with minimum mesh thickness of 0.3m. 

The injector nozzle has Φ0.143mm × 9 original orifices and an additionally drilled Φ0.143mm 
orifice on the nozzle axis. The nozzle was covered with a cap in order to extract only the axial spray by 
trapping fuel sprays injected from the other 9 orifices within the cap, which enables a simple experi-
mental configuration with a single spray flame without interference by the other sprays [20]. The imping-
ing distance from the axial hole to the wall surface is approximately 35 mm which is equivalent to the 
impinging distance between the nozzle and the piston cavity wall in heavy-duty diesel engines. 

The experimental conditions are summarized in Table 1. The amount of injected fuel (Japanese 
JIS#2 diesel) from the additionally drilled axial orifice was 12.6 mg at an injection pressure of 150 MPa 
and 14.8 mg at an injection pressure of 200 MPa. A modern diesel equivalent ambient condition of 
ρ=23.8 kg/m3, Pa=4.8 MPa, Ta=1050 K, O2=17% was achieved by premixed combustion of acetylene, 
oxygen, carbon dioxide and argon mixture. For the experimental safety reasons, carbon dioxide and 
argon were used to increase ambient density with reduced peak pressure mimicking the specific heat 
of nitrogen. For the wall condition, the vessel and the flame-impinged wall surface were electrically pre-
heated to 373 K to prevent water condensation. The selection of the window material, the coating ma-
terial, and the application process were all thoroughly detailed in earlier publication [19].  

Table 1.  Experimental Condition 

Fig. 2.  Experimental Setup 
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2.2 Development of Heavy-duty TAIZAC 

Varieties of TAIZAC (TAndem Injector Zapping ACtivation) injectors have been developed in the authors’ 
laboratory at Meiji University and have been successfully utilized in single-shot combustion vessel ex-
periments [21, 22, 27, 28], performance tests on single- and multi-cylinder engines with hours of contin-
uous and stable operation [21, 22, 27, 28, 29]. These previous studies, however, mainly conducted 
assuming passenger car engines. We have newly developed a heavy-duty TAIZAC injector with simple 
serial connection of solenoid-actuated heavy-duty G4S injectors (supplied by Isuzu Advanced 
Engineering Center, LTD, Japan). The upper injector is connected to a common rail system and the 
lower injector is injecting into the cylinder. The operation sequence of the inversed-delta injection is; 1) 
upper injector needle valve is opened with lower injector kept closed in order to accumulate the high 
pressure fuel into the injectors, 2) upper injector is closed in order to isolate the lower injector from the 
high pressure source (common rail system), 3) lower injector is opened in order to inject the fuel into the 
cylinder during which fuel pressure is released by the injection and continuously ramped down during 
the injection duration realizing the inversed-delta injection. 

2.3 Flame Imaging Velocimetry (FIV) Analysis 

Flame Imaging Velocimetry (FIV) analysis [30] was used to visualize and elucidate the velocity distribu-
tions from infrared high-speed thermography of the combustion chamber wall impinged by diesel spray 
flame. What is traced in the FIV analysis is not the near-wall flow velocity itself, but the advection velocity 
of the wall temperature distributions heated by a diesel spray flame impingement. In this study, wall 
temperature distribution is determined by the temperature of the gas near the wall, flow velocity, radia-
tion heat transfer from the flame, and boundary layer conditions, etc. Although it is difficult to simply 
explain its physical meaning, it provides extremely important information about the gas flow near the 
wall surface.  

The obtained high-speed infrared radiation images were analyzed with PIVlab, a Matlab-based 
open-source code for particle image velocimetry (PIV) applications. Masking for the specified region of 
interest (ROI) was performed prior to pre-processing the images with the Contrast-Limited Adaptive 
Histogram Equalization (CLAHE) filter. In this study, the images were processed with the optimized 
CLAHE filter size of 30 pixels, a four-step Discrete Fourier Transform (DFT) interrogation window size 
of 16, 16, 8, 8 pixels with the velocity limit for minimal interpolation counts.  

3. Experimental results

3.1 Heat flux reduction by inversed-delta injection 

Figure 3 shows that four-shot heat release rate profiles with thin lines and an ensemble averaged heat 
release rate and injection rate profiles with thick lines for conventional rectangular injection (blue line) 
and inversed-delta injection (red line) cases at an injection pressure of 200 MPa. The injection rate was 
measured with a Bosch long tube. The injection quantity from the axial hole was 14.8 mg. In order to 
examine only the effect of the gradual decrease in injection rate caused by inversed-delta injection, the 
dynamic pressure effect [22] was not used when the fuel flows into the lower injector from the upper 
injector, and the initial rise of the injection rate was matched to that of rectangular injection. Without 
dynamic pressure effect, injection always starts when the lower injector is filled with fuel, ensuring stable 
injection each time, even in single-shot combustion experiments using a constant-volume combustion 
vessel.  

The difference in the initial heat release rate is not significant, however, the heat release rate 
differs after 2.5ms after start of injection between rectangular and inversed-delta cases. Inversed-delta 
cases exhibit notably higher heat release rate during diffusion combustion phase, which is consistent 
with our previous publications [21, 22, 26]. The total amount of heat release is almost the same for 
inversed-delta and rectangular injection cases, allowing a quantitative comparison of the effects of the 
injection rate pattern on wall heat transfer.  
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Figure 4 shows example high-speed images of diesel flame soot luminosity (side view), infrared 
radiation, and heat flux distributions for conventional rectangle (blue) and inversed-delta (red) injection 
cases. The heat flux distribution was obtained by numerically predicting the 3-D transient thermal con-
duction into the wall using the time-sequential wall surface temperature distributions as the boundary 
condition as already described in Sec.2.1.  

Example high-speed images of soot luminosity shows that the diesel spray flame of rectangle 
injection disappeared more quickly than that of the inversed-delta injection. It was also observed in 
previous experiments using a light-duty TAIZAC [23, 26] for passenger cars. For both of rectangle and 
inversed-delta cases, the infrared radiation from the back surface of the chromium layer consistently 
exhibited distinct radially striped patterns similarly to the previous parametric studies [19, 20]. Compared 
to the previous experimental conditions using light-duty TAIZAC, the injection quantity was increased 
by a factor of about three, but no clear differences were observed in the width, spacing, or spatio-tem-
poral behaviours of the radially striped patterns. In addition, it was qualitatively observed that the infrared 
radiation intensity of the inversed-delta injection case was lower than that of the rectangular injection 
case, indicating the lower wall surface temperature. 

Figure 5 shows time-series plots of the infrared radiation intensity and the maximum and aver-
age heat flux within the view field for the conventional rectangle (blue) and inversed-delta (red) cases. 
In addition to the 4-shot ensemble averaged heat flux profile with a thick line, individual heat flux profiles 
are also shown with thin lines. The tinted area shows the cumulative heat flux value. These plots were 
obtained by spatially averaging the intensity within the view field, excluding the bright background flame 
luminosity at the outer edge of the circular view field. In the case of inversed-delta injection, the infrared 
radiation intensity increases moderately in the second half of the combustion period compared to the 
rectangular injection, and the averaged infrared radiation intensity is about 10% lower and about 17% 
lower at the maximum.  

The heat flux in both injection patterns shows a maximum at around 0.6 ms after start of injection 
corresponding to the timing of the spray flame impingement. With inversed-delta injection, heat flux on 
wall surface was successfully reduced compared to the conventional rectangular injection case in almost 
all the time in spite of the variation of each shot. After 2 ms from the start of injection, while diffusion 
combustion is the main process, the average heat flux of the inversed-delta injection is about 5% lower 
than that of the rectangular injection, indicating that the wall heat transfer is successfully reduced po-
tentially due to the reduction of spray penetration and flow velocity near the wall caused by the inversed-
delta injection. We can see the variation of each shot is almost below the 5% observed deviation, except 
that only a shot in inversed-delta case shows over the deviation during injection period but below after 
2 ms from the start of injection, while diffusion combustion is the main process. 

Fig. 3. 4-shot heat release rate and injection rate profiles for conventional rectangle and inversed-delta 
cases (injection pressure: 200MPa, injection amount: 14.8mg) 
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Fig. 4. Example high-speed images of side-view diesel flame soot luminosity (top), infrared radiation from 
chromium layer (middle), and heat flux (bottom) at injection pressure of 200MPa for conventional 

rectangle(blue) and inversed-delta(red) injection cases 

Fig. 5.  Infrared radiation intensity (top) and maximum and average heat flux (bottom) 
profiles for the conventional rectangle (blue) and inversed-delta (red) injection cases 

(injection pressure: 200MPa, injection amount: 14.8mg) 
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3.2 Effects of inversed-delta injection on striped pattern advection velocity 

In order to further investigate the effects of inversed-delta injection on near-wall flow and heat transfer 
phenomena, additional experiments were conducted with three different ramp-down rates of the in-
versed-delta injection pressure during the injection duration. Figure 6 shows 4-shot ensemble averaged 
heat release rate and injection rate profiles for conventional rectangle (blue) and 3 types of inversed-
delta injection (Low: green, Middle: red, High: orange) cases. The injection pressure was 150 MPa and 
the injection fuel amount was set constant at 12.6 mg between the rectangle and inversed-delta injection 
cases in order to keep the total amount of heat release calculated by integrating each heat release rate. 
However, as shown in Figure 6, as the ramp-down duration of the inversed-delta injection pressure 
became longer, heat release rate gradually became lower after the upper injector needle valve of 
TAIZAC injector was closed and the injection rate ramp-down was started. This trend was not observed 
in the injection pressure of 200 MPa as mentioned in section 3.1, and the reason is under further exam-
ination. Therefore, it is difficult to quantitatively compare the heat flux for conventional rectangle and 3 
types of inversed-delta injection cases, because the total amount of heat release is different by more 
than 10% from the rectangular (blue) to inversed-delta (orange) injection cases. On the other hand, it is 
still valuable to qualitatively discuss the trend of heat flux profiles and the effects of the injection rate 
patterns on the advection speed of infrared radiation patterns, which reflect the flow behaviours near 
the fuel-injected wall surface. 

Figure 7 shows example high-speed images of soot luminosity (top), infrared radiation inten-
sity from chromium layer (upper middle), heat flux distributions (lower middle), and advection speed of 
the striped pattern (bottom) at injection pressure of 150MPa for conventional rectangle and 3 types of 
inversed-delta injection cases. The advection velocity of the striped patterns was obtained by analys-
ing the infrared radiation images with FIV (Flame Image Velocimetry) analysis [30] as mentioned in 
section 2.2. 

Similarly to the result in Fig. 4, example high-speed images of soot luminosity shows that the 
diesel spray flame of rectangle injection disappeared more quickly than that of the inversed-delta injec-
tion and the infrared radiation from the back surface of the chromium layer consistently exhibited distinct 
radially striped patterns for both of rectangle and inversed-delta cases. Rectangle and Inv.D (low) cases 
exhibit relatively later and distinct transition from radially striped patterns to relatively random distribu-
tions around 3.0-3.5 ms, corresponding to the effects of the entrainment wave caused by the end of 

Fig. 6. 4-shot ensemble averaged heat release rate and injection rate profiles for conventional rectangle 
and 3 types of inversed-delta injection cases (injection pressure: 150MPa, injection amount: 12.6mg) 
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injection.  In contrast, Inv.D (middle) and Inv.D(high) cases exhibit earlier and continuous transitions 
from radially striped patterns to relatively random distributions starting around 2.0-2.5ms, corresponding 
to the effects of turbulence promotion by the inversed delta injection rate shaping, which is consistent 
with the observations reported in our previous publication [26]. 

At 0.7ms after start of injection approximately corresponding to the timing of the spray flame 
impingement (arrow “a” in Fig.7), the advection velocity vectors exhibit strong local turbulence superim-
posed on the average velocity distribution radiating out from the central stagnation point.  From 1.0 to 
2.5 ms after start of injection, these local strong turbulences are decreased. From 3.0 to 3.5 ms after 
start of injection corresponding to the time after the end of rectangular injection (arrow “b” in Fig.7), 
strong turbulence appears again. On the other hand, in the case of inversed-delta injection, the turbu-
lence after the end of inversed-delta injection is becoming unclear with the increase of the ramp-down 
duration of the inversed-delta injection from green to orange. Since this local strong turbulence after the 
end of injection becomes unclear as the stepwise decrease in injection rate at the end of injection is 
suppressed by inversed-delta injection, the turbulence is considered to be caused by an increase in flow 
velocity near the wall due to the entrainment wave effect associated with the end of injection [31]. 

In order to quantitatively compare the effect of the injection rate pattern on heat flux and advec-
tion velocity, Figure 8 shows heat flux (top) and advection speed (bottom) spatially averaged within the 
view field for conventional rectangle and 3 types of inversed-delta injection cases. For all the injection 
rate patterns, the heat flux sharply increases and the advection speed reaches its first peak at around 
0.7ms after start of injection (arrow “a” in Fig.8) corresponding to the timing of the spray flame impinge-
ment. After 1.0 ms, the heat flux gradually decreases and the advection speed remains almost constant. 
In the rectangular injection shown in blue, the advection speed increases again from 2.5 to 3.5 ms 
(arrow “b” in Fig.8) corresponding to the end of fuel injection, and the second peak is observed. In 
contrast, in the cases of inversed-delta injection, the second peak of advection speed after the end of 
injection becomes indistinct with the increase of the ramp-down duration of the inversed-delta injection 
from green to orange.  Interestingly, the heat flux is not notably affected by this increase in advection 
speed at the end of injection as seen in the cases of rectangular injection (blue) and low inversed-delta 
injection (green). Possible explanations for this low correlation between the advection speed and heat 
flux at the end of injection might be reduced temperature difference between the flame and the wall in 
the later phase of combustion period compared to the initial phase of flame impingement. However, it 
has been experimentally confirmed by the authors through diesel in-flame temperature measurements 
using a thin-wire platinum thermocouple [32] that the flame temperature notably increases in the tale of 
diesel flame after the end of injection due to the enhanced air entrainment caused by the entrainment 
wave. It is interesting to note that there is no sign of increase in heat flux despite of simultaneous in-
creases in flame temperature and flow velocity near the wall. 

Authors are considering the influence of the near-wall flow component vertical to the wall as one 
of the reasons for this low correlation between the advection speed and heat flux in the present experi-
ments. The advection velocity discussed in this paper is expected to mainly reflect the flow component 
parallel to the wall surface.  However, it might be more important to analyse the flow component vertical 
to the wall surface associated with the longitudinal vortex near the wall surface as the potential cause 
of the radially striped patterns of temperature and heat flux distributions. Further examination of the 
above explained results is therefore expected to contribute to better understandings of the wall heat 
transfer during diesel flame impingement. 
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Fig. 7.  Example high-speed images of soot luminosity (top), infrared radiation intensity from chromium layer 
(upper middle), heat flux distributions (lower middle), and advection speed of the striped pattern (bottom) at 

injection pressure of 150MPa for conventional rectangle and 3 types of inversed-delta injection cases 
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Fig. 8.  Infrared radiation intens ity (top), averaged heat flux (middle) and advection speed (bottom) 
profiles for conventional rectangle and 3 types of inversed-delta injection cases  

(injection pressure: 150MPa, injection amount: 12.6mg)
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Conclusions 
In order to investigate the effects of inversed-delta injection on wall heat transfer in heavy-duty diesel 
engines, a heavy-duty TAIZAC (TAndem Injector Zapping ACtivation) injector was newly developed and 
infrared high-speed thermography and time-series visualization of heat flux distribution on chromium 
coated quartz wall surface impinged by diesel spray flame was conducted in a constant volume com-
bustion chamber. The obtained conclusions are summarized as follows; 

1. For both of rectangle and inversed-delta injection cases, the infrared radiation from the back surface
of the chromium layer consistently exhibited distinct radially striped patterns. Although the injection
quantity was increased by a factor of about three compared to the previous studies using light-duty
TAIZAC injectors, no clear differences were observed in the width, spacing, or spatio-temporal be-
haviours of the radially striped patterns.

2. With inversed-delta injection, heat flux on wall surface was successfully reduced compared to the
conventional rectangular injection case, potentially due to reduced spray penetration and reduced
flow velocity near the wall caused by the inversed-delta injection.

3. In the case of conventional rectangular injection, the second peak of advection speed was observed
at the end of injection, which was considered to be caused by the entrainment wave arising at the
end of injection. On the other hand, in the case of inversed-delta injection, the second peak of
advection speed became indistinct with the increase of the ramp-down duration of the inversed-
delta injection. The heat flux was not affected by the increase in advection speed and flame tem-
perature at the end of injection. This may be caused by the reduction of the temperature difference
between the flame and the wall in the later phase of combustion period and the effect of the near-
wall flow component vertical to the wall.
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Abstract. Engine-out soot or particulate matter (PM) emissions are an unavoidable consequence for 
many direct-injection mixing-controlled compression-ignition engines. Understanding soot formation and 
oxidation processes is necessary for pollutant reduction and compliance with future Tier V emissions. 
Since nearly all exhaust PM measurements are averaged over many cycles, transient cycle variable 
behavior is generally unknown, and yet, awareness of these variations is essential for simulation and 
prediction. In this work, cycle soot variations are quantified and examined in a 2.53 L single-cylinder 
direct-injection compression-ignition engine using a novel laser-based extinction diagnostic in the ex-
haust runner. Measurement accuracy is better than 0.5 ppb exhaust soot volume fraction and temporal 
resolution is faster than 0.5 crank angle degrees (CAD). Exhaust soot volume fraction history is com-
pared with cycle resolved apparent heat release rate to better understand in-cylinder processes that 
lead to PM formation. 

Engine cycle soot variations are high, i.e., greater than 10% COV for a wide range of operating 
conditions.  Minimum engine cycle PM variations are equal to injector shot PM variations for non-engine 
quiescent conditions without spray-wall interaction, suggesting that spray characteristics establish a 
governing baseline.  For some engine operating conditions, exhaust averaged soot volume fraction can 
vary by as much as an order of magnitude from cycle to cycle.  Skewed, non-normal cycle soot popula-
tions indicate instability and non-optimal operation points for the hardware employed, and thus, oppor-
tunities for improvement. Comparison of heat release rate (HRR) profiles for low- and high-soot cycles 
reveals statistically significant correlations between engine-out PM and specific combustion intervals. 
High-PM cycles generally exhibit common features, including: early ignition with advanced premixed 
burn, adverse spray-wall (piston and head) interactions with reduced heat release rates, and diminished 
late cycle burnout.  This soot measurement and analysis approach represents a useful new tool for 
combustion system design, troubleshooting, and simulation validation. 

Notation 
AHRR Apparent heat release rate 
AHRRp Peak apparent heat release rate 
aTDC After top dead center 
CA10 Crank angle degree at 10% mass fraction burn 
CA10-20 Crank angle duration between 10-20% mass fraction burn 
CAD Crank angle degree 
CI Compression ignition 
COV Coefficient of variation 
DFI Ducted fuel injection 
DME Dimethyl Ether 
ECN Engine Combustion Network 
EGR Exhaust gas recirculation 
EVO Exhaust valve opening 
FLEER Fast laser extinction in the exhaust runner 
FSN Filter smoke number 
𝑓𝑣 Soot volume fraction 
HRR Heat release rate 
𝐼 Laser intensity 
𝐼𝑜 Incident laser intensity 
IAHRR Integrated (cumulative) apparent heat release rate 
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IAHRRt Total integrated apparent heat release rate 
IMEP Indicated mean effective pressure 
IMEPg Gross indicated mean effective pressure 
𝑘𝑒  Dimensionless extinction coefficient 
𝐿 Path length of extinction 
LDM Laser diode module 
LLFC Leaner lifted flame combustion 
LOL Lift of length 
𝜆 Wavelength of laser light 
MCC Mixing controlled combustion 
MFB Mass fraction burned 
N Number of cycles in a measured ensemble 
NGR Next generation research injector 
NOx Nitrogen oxides 
O Open Piston (Convention Tier IV Final) 
PDF Probability density function 
PM Particulate matter 
PMBS Premixed burn spike 
PP Pre-production injector 
ppb Part per billion 
R Re-entrant Piston 
RPM Rotations per minute 
THC Total hydrocarbons 
TDC Top dead center 

1. Introduction and Background

Mixing-controlled-combustion (MCC) by compression ignition (CI) of high cetane fuels is a robust, effi-
cient strategy for heavy-duty power generation and propulsion, but it can suffer from unwanted emis-
sions, including soot/particulate matter (PM), nitric oxides (NOx), and carbon-dioxide, especially for long-
chain hydrocarbon fuels like diesel. The simultaneous injection and reaction of fuel in-cylinder enables 
an inherently stable, controllable, repeatable process with low cycle to cycle variations in heat release 
and high tolerance for varying fuel properties; however, this process introduces fuel rich regions up-
stream of the reaction zone or flame lift-off-length (LOL). If these fuel rich regions persist during high-
temperature reactions, both PM and NOx will form. Although various operation strategies like EGR and 
high-pressure injection can abate the formation of these pollutants, they generally cannot be reduced 
simultaneously, as reduction of one (e.g., NOx by air dilution and lower flame temperature) tends to 
encourage persistence of the other (e.g., soot by lack of oxidation), resulting in the well-known soot-
NOx trade-off. Consequently, the problem is often dealt-with by exhaust after-treatment, which is gen-
erally very effective but very costly. 

Many strategies have been attempted to reduce in-cylinder PM with varying success. Leaner 
lifted flame combustion (LLFC), which attempts to enhance mixing prior to reaction by pushing the flame 
LOL further from the injector orifice [1], can significantly reduce PM emissions. This approach can work 
well for fewer (less than 8), small orifices (i.e., less than 150µm), but effectiveness and stability are 
limited, and such fuel systems are not well-suited for heavy-duty compression ignition engines [2-3]. 
Ducted fuel injection (DFI), which is a variant of LLFC, is another soot reduction strategy that shows 
promise for diesel MCC [4-5], but it also can exhibit high cycle variations [6], degraded performance at 
high-loads [7], and robustness challenges. Alternative oxygenated fuels (e.g., alcohols), represent an-
other potential strategy for reducing PM [8]. Methanol, ethanol, and DME are also attractive because 
they are potentially renewable, lower-carbon intensity fuels. Nevertheless, these fuels can be more dif-
ficult to ignite [9] and generally require significantly higher quantities (due to their reduced lower heating 
values), both of which tend to diminish inherent benefits of traditional mixing controlled combustion. 
Practically employing any of these strategies requires detailed understanding of in-cylinder processes, 
reliable exhaust measurements, prediction of engine-out pollutants (including soot), and optimization of 
combustion system hardware, especially as more stringent pollutant regulations (e.g., Tier V) are on the 
horizon. 
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Understanding of in-cylinder soot formation and oxidation processes is currently lacking due to 
limited experimental characterization. Smoke meters represent a convenient means of monitoring en-
gine-out soot emissions. Although generally accurate, these devices are slow, requiring seconds and 
hundreds of cycles to report the relative level of particulate matter in the exhaust – well downstream of 
the engine. If a few periodically occurring sooty (high PM) cycles are responsible for an elevated mean, 
no one is aware. No information is available about when soot leaves the engine during the exhaust 
portion of the cycle. From measured filter-smoke-number (FSN), there is no way to determine if soot 
emissions are high due to elevated formation or poor oxidation. Attempts to characterize in situ soot 
formation and oxidation are also quite challenging. Instantaneous PM measurements for burning diesel 
jets have been accomplished in combustion chambers via diffuse-back-illumination (DBI) [10] and by 
pointwise laser extinction measurements [11], but these are usually limited to static, quiescent condi-
tions with little to no jet-wall interactions. Accurate, insightful optical engine measurements quantifying 
in-cylinder soot concentration during diesel combustion are challenged by optically thick conditions, 
evolving, uncertain soot optical properties [12], and complex analysis. A more practical approach is 
needed. 

To address many of these PM measurement limitations, a high-speed laser-based soot extinc-
tion diagnostic was developed and previously applied in the exhaust runner of a heavy-duty optical 
engine [13]. In that work, soot detection limits of less than 0.2 ppb were demonstrated for a measure-
ment frequency of less than 0.5 crank angle degrees (CAD) and absolute measurements of mean ex-
haust soot concentration were reconciled with measured FSN. The study revealed surprisingly high 
cycle soot variations for low-load (1.5 – 5.7 bar IMEP), skip-fired engine operation with a conventional 
six-orifice (116 µm exit diameter) diesel injector tip. For a single steady state operating condition, some 
cycles exhibited mean exhaust soot concentrations of nearly three times (3x) that of others with a 27% 
COV of PM while the COV of IMEP was low – a satisfactory 1.5%. A marked decrease in cycle soot 
variations with increasing injector hole quantity pointed toward inherent variations in individual burning 
sprays as a potential source/baseline for observed (multi-jet-summed or averaged-) behavior. 

1.1 Objectives 

In this work, soot formation and oxidation processes in a heavy-duty compression ignition engine are 
examined by correlating individual cycle apparent heat release rate (determined by measured cylinder 
pressure) with measurements of crank-angle resolved exhaust soot. The latter are determined by im-
plementing the same laser-based soot extinction diagnostic [13] in the exhaust runner of a continuously 
fired single-cylinder conventional diesel engine operating over an extensive range of speeds, loads, 
injection pressures, and timings. The goals of the study are to better understand soot formation and 
oxidation processes in compression ignition engines to inform combustion system optimization and to 
improve predictive capability of computational simulation tools. Toward this end, we seek answers to 
the following: 

• How much cycle soot variation is present in a conventional diesel engine and how much of that
engine-out variation is due to injector spray variation?

• Are soot cycle distributions generally normal, or are they skewed or even bi-modal, suggesting
potential combustion system design problems and/or paths for improvement?

• How does engine-out soot correlate with apparent heat release rate, and what does it reveal
about soot formation and oxidation?

• How can this understanding be used to improve simulations and other design tools?

2. Methodology and Setup

2.1 Engine Hardware and Operating Conditions 

2.1.1 Engine Hardware 

A 2.53 single cylinder engine based on the Caterpillar production C15 engine geometry has been em-
ployed for this work. While the critical combustion system components and specifications (as listed in 
Table 1) closely mimic those of the C15, the block, crankshaft, camshaft, and cylinder head have all 
been adapted to suit the needs of an engine research platform. Similarly, the fuel, lubricant and cooling 
systems are off-engine to optimize stability and control. Relatively large plenums (more than 10X dis-
placement volume) in the intake and exhaust systems serve to regulate pressure dynamics and meas-
urement of key state properties for subsequent analysis. Boosted intake manifold pressure is achieved 
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by an upstream air compressor while the engine backpressure is controlled via parallel coarse and fine 
valves downstream of the exhaust plenum. Additional details are described in [14]. 

Table 1. Single Cylinder Engine Specifications 

Displace Volume: 2.53 L 
Bore / Stroke: 137 mm / 171 mm 

Connecting Rod Length: 271 mm 
Compression Ratio: 16.4 

Valves: 2-intake / 2-exhaust
Piston Bowl(s): Conventional Open (O) 

Re-entrant (R) 
Swirl Number: < 1 

Intake Valve Opening/Closing: 324 / -154 CAD aTDC fired 
Exhaust Valve Opening/Closing: 127 / 354 aTDC fired 

Several combustion system configurations are employed to characterize engine performance 
and soot formation and oxidation in this work. Conventional open (O) Tier IV Final and re-entrant (R) 
piston bowl options enable different spray/wall interactions. These are combined with two different com-
mon-rail high-pressure direct-fuel-injector options as detailed in Table 2. These wall-guided configura-
tions are designed to enhance mixing prior to the flame zone, efficiently utilize in-cylinder oxygen for 
complete combustion and low in-cylinder emissions. While performance differences were observed be-
tween the variant combustion geometries and injectors, they are not differentiated in this work, since the 
primary objective is to examine a wide range of soot formation and oxidation phenomena encompassing 
a comprehensive set of engine conditions.  Delineated performance for different combustion systems is 
left for future work. 

Table 2. Injector Specifications 

NG Research Injector 
(NGR) 

Pre-Production Injector 
(PP) 

Steady Flow: 2.5 kg/min @ 41MPa 4.9 kg/min @ 41MPa 
Number of Orifices 5 7 

Orifice Exit Diameter 228 µm 254 µm 
K-Factor / HEO 0 / 0% flow gain 2.2 / 20% flow gain 
Included Angle 130° 125° 

A full array of instrumentation monitors and controls engine performance. Intake and exhaust 
manifold pressures are measured with Kistler 4045A transducers, with the latter mounted in a Kistler 
water cooled adapter. 0.1 CAD resolved in-cylinder pressure is monitored with a Kistler 6125C piezo-
electric transducer. A Horiba MEXA 7100 DEGR measures a wide array of gaseous species including: 
NO, NO2, CO, THC, and intake/exhaust CO2 concentrations while an AVL415S smoke meter measures 
exhaust PM several meters downstream of the backpressure control valves. All channels including en-
coded engine crank angle location are recorded via Caterpillar low-speed and high-speed data acquisi-
tion systems (VDAQ/AVL). 

The exhaust system has been substantially modified to enable crank-angle resolved soot meas-
urements via Fast Laser Extinction in the Exhaust Runner (FLEER). About 500 mm downstream of the 
cylinder head, the exhaust is split into optical and bypass sections (see Figure 1). Each circuit includes 
a Caterpillar 3500 wastegate valve enabling flow to be temporarily diverted into the optical test section 
or to be normally bypassed, which prevents fouling of the test-section windows by particulates and other 
volatiles when soot is not being measured. The pneumatically actuated wastegate valves have water-
cooled stems to prevent overheating of the actuator. The optical test section (also shown in Figure 1) 
houses quartz windows enabling laser light transmission, reflection, and detection. The housing is 
equipped with machined passages that admit pressurized inert nitrogen purge gas to continuously blan-
ket the windows, so that soot deposition is minimized during measurements. 
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Fig 1. Images of split exhaust runner (top-left), optical window housing (top-right), and schematic (bottom) 

2.1.2 Engine Operating Conditions 

A wide range of engine loads, speeds, air-fuel ratios, and fuel injection parameters have been swept in 
this study (with more than 90 test points) to understand the full range of soot exhaust characteristics 
that may be observed in a heavy-duty direct-injection compression ignition engine (see Table 3). Ac-
quiring soot extinction data is more difficult for high speeds and loads due to increased vibrations, beam 
steering, and beam clipping – which must be abated through careful adjustment of the initial laser pitch. 
Other conditions resulted in excessively high soot emissions (filter smoke number, FSN > 1), which tend 
to quickly foul the exhaust runner windows with particulates after a few minutes of operation. Conse-
quently, more moderate operating conditions (1000 RPM and 5-10 bar IMEP) have been selected for 
the bulk of the investigation. 

Table 3. List of comprehensive operating conditions tested in this work. 

Engine Speed 1000-1800 RPM 
IMEPg 3.9 – 20 bar 

Fuel Rate 50-280 mg/str
Injection Pressure 600 – 2100 bar 

Commanded Injection Duration 600 – 3000 µs 
Injection Timing -20 to 5 CAD aTDC
Air / Fuel Ratio 27 – 84 [-] 

EGR 0 – 25% 
Exhaust Valve Opening/Closing: 127 / 354 aTDC fired 
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Clear variations in exhaust soot properties were observed as engine operating conditions were 
varied; nevertheless, for this study, general observations and correlations are the focus. As the apparent 
trends in soot formation and oxidation are inferred from differences in heat release rate for low and high-
soot cycles, the corresponding range of engine operating conditions will be reported for which the rele-
vant phenomena are observed. 

2.2 FLEER Optical Diagnostic Hardware 

Optical diagnostic hardware required to measure instantaneous soot concentration in the exhaust run-
ner is partially based on that originally employed in a skip-fired optical engine previously described in 
[13]. Implementation in a continuously fired single-cylinder heavy-duty diesel engine requires a few mod-
ifications to ensure robust measurement of laser light extinction over the full range of operation. Photo-
graphs of hardware used to introduce (pitch) collimated coherent light into the optical test section and 
hardware used to capture (catch) and measure transmitted light are shown in Figure 2. 

The laser pitch (on the left) shows an opto-mechanical assembly rigidly mounted to a threaded 
breadboard integrated into the windowed-housing of the exhaust runner. (Flexible nitrogen hoses and 
fittings, which feed the window-purge circuit are also pictured). A 0.9 mW, 635nm (red) laser diode 
module (LDM – Edmund Optics #57-105) is integrated into a custom machined holder that is firmly 
secured into a 2-axis mirror mount, allowing remote beam steering during engine operation. The beam 
is pitched into the exhaust test-section through a 10 mm wide aperture past a high-temperature, highly 
reflective horizontal strip deposited on the near window. After spanning the 73.8 mm exhaust housing, 
the beam is reflected back and forth across the span between opposed windows via high-reflectance 
strips, covering nearly all of the exhaust cross-section orthogonal to the flow. This approach ensures a 
representative mean exhaust soot concentration is acquired and a sufficiently long extinction path is 
obtained to ensure high diagnostic accuracy.  

Fig 2. Photographs of the windowed optical exhaust runner with mounted diagnostic hardware, including that 
for the laser pitch (left) and the laser catch (right). Apparent red spots indicate beam reflections from the 
strategically located strips designed to create a long spatially averaged multi-pass extinction path length. 

After the 2 mm diameter laser beam passes through the optical exhaust runner, it is captured 
by the ‘laser catch’ hardware pictured on the right side of Figure 2. After the beam leaves the optical 
runner via an aperture next to the reflective strip, it impinges on the center of a concave mirror, which 
corrects the beam direction/divergence and re-directs the transmitted light toward a switchable gain 10 
V photodetector (Thorlabs PDA100A2), where the measured intensity is recorded and communicated 
to the high-speed data acquisition via a BNC cable.  

2.3 Post-Processing 

2.3.1 Determining Exhaust Soot Volume Fraction 

Exhaust soot volume fraction during the exhaust event is determined by meticulously analyzing trans-
mitted laser intensity throughout each engine cycle. The instantaneous raw transmitted signal is meas-
ured by the photodetector and then normalized (as shown in Figure 3) for 200 consecutive cycles during 
fired engine operation when exhaust is permitted to flow through the optical exhaust runner. Gradual 
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fouling of the windows and reflective coatings are corrected by renormalizing each cycle.  The sudden 
instantaneous drop in signal after exhaust valve opening clearly indicates the onset of cycle soot extinc-
tion.  About 30 crank angle degrees (i.e., time of flight) are required for the exhaust gases to reach the 
measurement volume.  This signal shift is rectified by aligning the initial rapid drop (due to extinction) 
with the known exhaust valve opening (EVO) time indicated by the first (left) dashed vertical line in 
Figure 3. After the end of the exhaust period (indicated by the right dashed line), the signal slowly re-
covers to a quasi-steady value as the continually flowing nitrogen purges the exhaust runner of particu-
late matter. If the instantaneous signal level just prior to exhaust valve opening (after gas exchange) is 
used for normalization, the measured transmission and extinction can be computed for every cycle as 
shown. Note that the instantaneous average is plotted in red with all 200 cycles plotted in black. Devia-
tions of black lines from the red line indicate cycle and instantaneous variations in soot.  

Fig 3. Plot illustrating the determination of cycle transmission from raw transmitted signal.  Overlapping black 
lines represent data for 200 individual cycles.  Red line represents instantaneous ensemble average.  Left and 

right vertical blue dashed lines represent exhaust valve opening and closing, respectively. 

A few additional computations are necessary to determine the mass-averaged soot volume 
frac-tion for each cycled. The normalized signal or transmission can be related to soot volume fraction 
ac-cording to the Beer-Lambert relationship: 

𝑓𝑣 = − 𝜆

𝑘𝑒𝐿
𝑙𝑛 ( 𝐼

𝐼𝑜
) (1) 

for which 𝜆 is the wavelength of attenuated light and 𝑘𝑒 is the dimensionless extinction coefficient. For 
red laser light near 𝜆 = 635 nm, a value of 7.2 is assumed for 𝑘𝑒 in this work, based on measurements 
of the complex indices of refraction for soot by Skeen et al [12].  Since measurements are performed in 
the engine exhaust runner, intensity corrections for soot luminosity are unnecessary. 

Fig 4. Crank-angle resolved soot volume fraction (left) as determine from the data in Figure 3. Mass-averaged 
values (center) for a 200 cycle ensemble are sorted by low (blue), median (green), and high (red) cycles. Corre-

sponding probability density is plotted on the right. 

The resulting instantaneous soot volume fraction during the exhaust is shown in the left plot of 
Figure 4 with peak measured concentrations of more than 5 ppb. This measured profile is indicative of 
a typical exhaust profile in which the bulk of exhaust mass leaves during the blowdown process imme-
diately following EVO with an additional 30-40% leaving the cylinder as the piston pushes toward top-
dead-center (TDC). Weighting the measured instantaneous soot volume fraction by the known exhaust 
flow and integrating allows computation of a mass-averaged soot volume fraction for each cycle as 
shown in the center of Figure 4. Note that the 20 cleanest (low soot) cycles are plotted in blue, the 20 
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median (mid) cycles are plotted in green, and the 20 highest soot cycles are plotted in red. Identification 
of these distinct cycles proves to be a powerful tool for analysing the heat release rate and identifying 
features of soot formation and oxidation (as will be shown in a later section). Constructing the cycle soot 
distribution as a probability density function as shown in the right image of Figure 4 is also helpful for 
understanding the statistical behavior of a particular operating condition. 

2.3.2 Determination and Analysis of Apparent Heat Release Rate 

Apparent heat release rate (AHRR) is determined from the high-speed cylinder pressure data using the 
well-known 1st law analysis presented in Heywood [15]. Measured cylinder pressure is first filtered and 
smoothed using a Fourier series low-pass filter with a Gaussian roll-off dropping to less than 1% above 
2500 Hz. The resulting 0.1 CAD resolved scalar measurements indicate the net rate of heat release 
(chemical energy release minus heat transfer losses in J/CAD) for each individual cycle. Subsequently 
computing the integrated apparent heat release rate (IAHRR) at each CAD enables determination of 
total cycle heat release and individual burn durations. The former value - IAHRRt is generally repre-
sented by an asymptotic value reached prior to exhaust valve opening late in the expansion stroke. 
Normalization of IAHRRt and examination of the cycle times when 10, 20, 30% of the energy has been 
released allows the crank angles associated with these milestones (e.g. CA10, CA20, CA30) to be de-
termined accordingly. Determination of the associated burn durations in crank angle degrees for each 
cycle (e.g., CA0-10, CA10-20, CA20-30, etc.) is then a simple matter of subtraction. 

Subsequent analysis of cycle mass-averaged exhaust soot PM and the associated heat release 
durations can reveal interesting relationships. Correlative tests have been performed using the Matlab 
‘corrcoef’ function [16], which returns a probability and coefficient for every metric and every test condi-
tion tested. True correlations are revealed if the probability of random correlation is less than 5%. 
Strength of correlation is represented by the correlation coefficient between cycle soot PM and burn 
duration metrics when a true correlation is identified. Results of this analysis will be shown later in more 
detail for particular cases of interest. 

3. Results

3.1 Injector Performance and Quiescent Spray 

Prior to engine testing, all injectors were tested to determine rates of delivery, hydraulic opening and 
closing delays, exit velocity, spray penetration, spreading angle, lift-off length, and soot mass formed 
from a quiescent spray at ECN diesel target conditions [17]. A few of these measurements are reported 
here as they indicate baseline variations that are expected when there is little ambient flow motion and 
no spray-wall interaction (i.e., contrary to typical engine conditions). 

Fig 5. Image (left) of soot luminosity and scattering from NG research injector spray for quiescent reacting con-
ditions. Measured soot mass (right) produced in quiescent conditions for two different fuels.  Soot mass obtained 

using DBI imaging technique [19]. 
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Table 4. Measured spray and combustion characteristics for injector operating under quiescent conditions. 

Mean Coefficient of Variation [COV] 
Peak Velocity @ 1000 bar 570 m/s 1.0% 
Spreading Angle 18.7° 7.0% 
Lift-Off Length 17.2 mm 14.4% 
Peak Soot Mass - Diesel 3.40E-4 µg 7.9% 
Peak Soot Mass - Dodecane 2.80E-4 µg 10% 

Spray and combustion characteristics are listed in Table 4 for the NGR injector tested in this 
work, as it is representative. A representative spray image is shown in Figure 5. At an injection pressure 
of 1000 bar, the mean exit velocity is just below the expected Bernoulli velocity [18] with little shot to 
shot variation of 1%. When the spray is injected into engine representative ambient density (23 kg/m3), 
the spreading angle is modest (18.7°) with shot- variations rising to 7%. For a 900 K reacting environ-
ment typical of engine start of injection (SOI), the lift-off length is 17.2 mm with a 14.4% coefficient of 
variation (COV). These variations manifest as shot-shot soot mass variations as listed in the table and 
shown in the right plot of Figure 5. The mean soot mass produced in the quiescent domain is measured 
using diffuse back illumination [19] of an isolated jet. For diesel fuel, the soot concentration in the jet is 
sufficiently high to ‘saturate’ the extinction such that the measured soot mass COV is artificially low at 
7.9%. When a fuel with lower soot propensity is employed (i.e., dodecane), the mean soot measured in 
the domain is reduced, and the observed soot COV increases to 10%. This observed PM shot- variation 
serves as a reference against which engine-out PM variations may be compared to determine the effects 
of in-cylinder motion and spray-wall interactions. 

3.2 Results: General Observations of Soot Variations and Apparent Heat Release Rate 

Mass-averaged exhaust soot volume fraction and associated engine cycle variations are shown in Fig-
ure 6 for a wide variety of loads, speeds, air/fuel ratios and injection conditions. Mass-averaged exhaust 
soot varies significantly between 0.3 and 11.8 ppb, which is consistent with measured AVL filter smoke 
numbers varying between 0.1 and 1.0 [20]. Inspection of the cycle COV determined from 200 cycle 
ensembles collected for each operating point (middle) and ratio of max/min (right) exhaust soot cycles 
reveals that the amount of soot leaving one engine cycle can vary profoundly from that of another, even 
for quasi-steady operating conditions. For lower loads, when exhaust PM emissions are generally lower, 
soot volume fraction COV varies between 13-85% with max/min cycle soot ratios varying between 2 and 
30. At higher loads, when exhaust PM is higher, variations diminish but remain between 10-40% COV
with operating conditions frequently manifesting 5-15X max/min cycle soot variations.

Fig 6. Measured engine-out soot volume fraction (left) and associated cycle variations (middle and right) over a 
wide range of engine loads. Coefficient of variation is plotted in the middle with a dashed line representing the 
measured baseline for quiescent non-engine test conditions. The ratio of maximum to minimum cycle averaged 

exhaust soot is plotted for different loads on the right. 

For all engine conditions, exhaust soot cycle variations (COV) exceed the reference baseline 
quiescent spray variation represented by the horizontal dashed line (near 10%) plotted in the middle of 
Figure 6. Apparently, variations in the spray velocity, jet formation, and flame LOL manifest as baseline 
variations in soot formation as shot-shot spray mixing varies prior to the reaction zone in an ‘undisturbed’ 
jet (as detailed in Table 4). In the engine, variations in soot formation and oxidation manifest as even 

618



R. Fitzgerald, P. Seiler, B. Hanks, G. Martin

higher cycle soot variations as the burning jets encounter the piston bowl, engine head, and other jets. 
These previously unknown high levels of variation, which are generally not predicted by computational 
models of engine combustion, likely add to the elusiveness of accurate soot predictions for any conven-
tional compression ignition combustion geometry. 

Fig 7. Apparent heat release rate (left) for 200 cycles (black) and the corresponding mean (red) for high load 
and relatively late injection timing. Four key combustion intervals are labeled with representative burning jet   

simulations (right) for a wall-guided combustion system illustrating the relevant spray-wall interaction             
during each interval. 

That such high PM variations are not immediately obvious is not surprising given the relative 
invariance in cycle apparent heat release rate (and IMEP) as illustrated in Figure 7. The left plot reveals 
a relatively unchanging AHRR for which the cycle integrated totals and IMEP exhibit less than 2% COV. 
This contrasts with cycle PM variations for the same test condition of more than 25%. Nevertheless, 
scrutiny of the instantaneous heat release variations for low- and high-soot cycles during each of the 
labelled combustion intervals is revealing. In the following sections, the impact of each of four combus-
tion intervals on soot formation and oxidation will be examined, including: A) jet formation and premixed 
burn, B) interaction of the burning jet with the piston bowl, C) interaction of the burning jet with the engine 
head, and D) burnout during late expansion. The set of images shown on the right side of Figure 7 from 
engine simulations of a similar re-entrant wall-guided system illustrates the known burning jet phenom-
ena for each interval.  The general timing and morphology of simulated spray-wall interactions have 
been verified by visualizing several sprays as they interact with a sector re-entrant piston in a quiescent 
test vessel [21-22]. 

3.3 Results: Mechanisms of Soot Formation and Oxidation as Revealed by Engine Exhaust Soot 
and Correlations with Apparent Heat Release Rate 

A variety of test conditions (summarized in Table 5) are examined in the following sections to illustrate 
observed correlations between crank-angle and cycle resolved soot volume fraction and measured ap-
parent heat release rates for each of the four combustion intervals shown on the right side of Figure 7. 
The listed test points/cases are by no means comprehensive (as many other conditions were tested and 
exhibited similar correlations).  Some of the test conditions exhibit multiple correlative features of inter-
est.  For the sake of brevity, only a few representative cases are examined in this work to illustrate 
general trends.  Soot measurements for each test condition are annotated in subsequent figures and 
are listed in the last three columns of Table 5.  

It is noteworthy that measured filter smoke number (FSN) and mean soot volume fraction (meas-
ured in the optical exhaust manifold) do not always precisely agree.  The former (FSN) is acquired far 
downstream at near atmospheric pressure while the latter is measured less than a meter downstream 
of the exhaust valves where the static pressure is elevated.  A single FSN value is reported by the smoke 
meter as measured for thousands of cycles; whereas the mean soot volume fraction (measured by 
extinction) represents only one parameter of a non-gaussian, high-variance soot probability density 
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function determined from a 200-cycle ensemble.  Other potential sources of disagreement include poor 
sensitivity of the smoke meter at low levels and potential differences in volatiles as described in [14]. 

Table 5. Test conditions, hardware, operating parameters, and exhaust soot measurement summary 

Test Point 
Piston / 
Injector 

Speed 
[RPM] 

IMEPg 
[bar] 

Air/Fuel 
Ratio 

[-] 

Injection 
Pressure 

[bar] 

Injection 
Timing 
[CAD 
aTDC] 

EGR 
[%] 

FSN 
[-] 

Mean Soot 
Volume 
Fraction 

[ppb] 
Soot COV 

[%] 
46 O / NGR 1000 11.2 38 1050 1.7 0.9 0.06 2.0 11 
65 R / PP 1000 5.2 66 580 -14.4 3.9 0.38 2.9 47 
45 O / NGR 1000 10.3 29 1050 1.8 0.8 0.14 2.4 30 
67 R / PP 1000 4.9 66 580 0.5 3.8 0.51 4.9 39 
87 R / PP 1000 18.2 29 780 4.8 1.5 0.38 11.1 23 
5 O / NGR 1000 4.4 62 600 -12.6 2.0 0.30 4.2 25 

48 O / NGR 1000 12.4 44 1050 -8.3 1.0 0.06 2.0 28 

3.3.1 Impact of Ignition, Premixed Burn, and Lift-Off Length Establishment on Soot Formation 

The early heat release period (indicated by interval ‘A’ in Figure 7) prior to spray-wall interaction and 
mixing controlled combustion is generally not expected to substantially affect soot formation.  During 
this time, fuel that has mixed prior to ignition burns relatively quickly, resulting in a premixed burn spike 
(PMBS) or local maximum in the apparent heat release rate (as observed in Figure 8 for test point 46).  
Since the local equivalence ratio of premixed fuel is relatively low, the PMBS should not form much soot; 
however, conditions established during the early heat release period may lead to differences in soot 
formation throughout the rest of the burn as described below. 

For a late injection, moderate load condition with relatively high rail pressure (represented by 
test point 46 in Figure 8), the exhaust soot is low (2.0 ppb, 0.06 FSN) with relatively low cycle to cycle 
soot variation (11% COV). Consequently, the cycle soot distribution or probability density function (PDF) 
shown in Figure 9 (left) is narrow. For all cycles, the soot exhausts uniformly, indicative of a uniform 
distribution of PM near the head, in the bowl, and in crevices as shown on the right side of Figure 9. 
Nevertheless, some cycles produce 1.5 ppb of soot while others produce 2.8 ppb. These cycle differ-
ences are not obvious from the AHRR (Figure 8 – left) and IAHRR (Figure 8 – right), but they become 
more evident upon closer inspection of the PMBS for all cycles (Figure 8 - middle). 

Fig 8. Plots of heat release rate vs. CAD for test point 46. Left and middle plots illustrate features of the 
premixed burn spike for low, mid, and high soot cases, while the right plot compares cumulative heat release.  All 
cycles are explicitly represented in the middle plot; whereas, ensemble averages are shown on the left and right.  

Overall, the HRR shows very subtle differences between low- and high- sooting cycle ensembles. 

Fig 9. Plots of cycle soot distribution (left) and soot exhaust profiles (right) for low, mid, and high soot cycles of 
test point 46. 
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Most cycles in the middle of Figure 8 exhibit a consistent ignition timing, PMBS magnitude, and 
mixing-controlled burn, but clear differences in ignition delay are apparent for some of the mid- and low-
PM cycles in the ensembles.  These (blue and green) cycles with retarded ignition eventually produce 
less net soot in the exhaust.  Although the cause for this phenomenon is uncertain, we speculate that 
the differences in exhaust soot are due to varying ignition location and lift-off length establishment.  De-
layed ignition means that the ignition location and initial flame lift-off length are further from the injector 
tip, allowing longer mixing residence time prior to reaction.  Consequently, local equivalence ratios near 
the lift-off length would be lower, resulting in lower PM formation.  Previous work by Pickett et al [1, 23] 
has shown (for a free jet in a quiescent vessel) that once the lift-off length establishes at a given location 
(in this case, near the time of ignition), it tends to remain there (even if reaction rates significantly change 
during the steady-flow mixing-controlled burn) because the characteristic time to relocate is much longer 
then the typical on-engine injection duration. 

These small variations in cycle soot formation recall previous observations for baseline quies-
cent sprays as presented in section 3.1. Notice that the engine cycle soot COV for test point 46 is 11%, 
representative of the lowest value for any conditions tested (from Figure 6) and nearly equal to shot-
soot variations observed for baseline injection into quiescent flow (Table 4). During the short interval ‘A,’ 
the jet propagates into an environment temporarily resembling quiescent flow for which there is little to 
no interaction of the newly formed burning jet with piston, liner, or cylinder walls (as illustrated by the 
top right image of Figure 7). Wider plume angles and slower jet head velocities apparent for some qui-
escent injections are likely to ignite sooner and produce more soot in the engine as well. 

For many engine conditions, these correlative effects during interval ‘A’ are even more pro-
nounced as shown for the low-load, low-injection-pressure, early-injection case shown in Figures 10 and 
11 for test point 65. Despite a pronounced premixed burn spike (reaching nearly 250 J/deg), this case 
forms significantly more soot, likely because the injection pressure is less than 600 bar and the flame 
LOL is relatively short for all cycles, leaving little distance for mixing prior to reaction.  The cycle soot 
distribution (shown on the left side of Figure 11) is also quite broad, with a COV of 47%.  The low PM 
cycles exhaust less than 1 ppb of soot while high PM cycles exhaust nearly 6 ppb of soot. Although 
some of these cycle soot differences may be largely attributed to head interactions occurring later during 
interval ‘C’ (as discussed in the following sections), the same correlation between retarded ignition and 
lower soot as observed for test point 46 is also observed here.  Low PM cases tend to exhibit later 
ignition with likely longer lift-off length until the end of injection. 

Soot exhaust profiles (shown on the right side of Figure 11) offer additional clues about the in-
cylinder processes affecting soot formation and oxidation.  For this low-load case with lower injection 
pressure and shorter duration, much of the soot is concentrated in the bowl; consequently, soot levels 
are highest during the latter portion of exhaust when the piston is pushing out burned products from the 
bowl, consistent with previous observations by Koci [24-25]. 

Fig 10. Plots of heat release rate vs. CAD for test point 65. Left and middle plots illustrate features of the 
premixed burn spike for low, mid, and high soot cases, while the right plot compares cumulative heat release. 
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Fig 11. Plots of cycle soot distribution (left) and soot exhaust profiles (right) for low, mid, and high soot cycles of 
test point 65. 

3.3.2 Impact of Spray-Bowl Interaction on Soot Formation and Heat Release Rate 

After ignition and early jet penetration, as the burning spray interacts with the piston bowl, artifacts in 
the heat release rate and soot emissions are sometimes present (as shown in Figure 12 and 13). For 
this test point 45 with AFR = 29 (and relatively higher injection pressure), bulk temperatures are relatively 
high such that mean soot is relatively low (FSN = 0.14); however, some significant low-PM and high-PM 
cycle outliers are evident from the soot probability distribution shown in the bottom left of Figure 13, for 
which the soot COV is 30%. The magnified portion of AHRR corresponding to the spray-bowl interaction 
represented by interval ‘B’ exhibits a clear difference in the rising heat release rates for low- and high-
PM cases (see middle of Figure 12). The measurably lower heat release rates (or higher heat loss) for 
high soot producing cycles during the spray-bowl interaction may be caused by reduced air entrainment 
as the jets encounter the solid piston boundary. We anticipate that some of the injections have lower 
velocity and speculate that the spray is occasionally directed toward the bottom of the bowl rather than 
along the piston pip.  If this occurs, momentum and air-entrainment would be reduced for those cycles, 
resulting in lower rates of heat release and increased soot formation as local equivalence ratios remain 
higher.  Previous spray visualization for similar hardware affirms that periodic spray axis deviations are 
probable.  Local In-cylinder eddies may also be responsible for these phenomena.  More investigation 
is needed. 

Fig 12. Rates of heat release for test point 45. Clear differences are observed between low and high PM cycles 
during interval ‘B’ (center) during which the spray interacts with the piston bowl. 

Fig 13. Cycle soot distribution (left) and soot exhaust profile (right) for test point 45.
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These features of spray-bowl interaction are even more evident for low-load, late-injection cases 
as shown in Figures 14 and 15 for test point 67. The relatively low 580 bar injection pressure yields 
higher soot levels (4.9 ppb and 0.51 FSN) with high (39%) PM COV for which some of the cycles yield 
9 ppb of exhaust soot while others yield less than 1 ppb. Close examination of the instantaneous heat 
release rate between 11 and 17 CAD aTDC indicates significant differences for low and high PM cycles 
immediately after the PMBS continuing into the spray-head interaction (see middle plot of Figure 14). 
The lowest sooting cases exhibit a bump in the heat release rate between 12-13 CAD aTDC followed 
by highest mixing controlled burn rate of 145 J/deg. The highest sooting cases indicate a very subdued 
bump after the PMBS followed by a measurably lower AHRR during early stages of MCC as the burning 
jet interacts with the bowl. Image ‘B’ in Figure 7 illustrates the significant spray wall interaction occurring 
during this period when the wall-guided spray is redirected by the bowl bottom toward the lip.  Evidently, 
soot formed in the bowl tends to remain there until exhaust as the soot exhaust profiles in Figure 15 
(right) indicate a high concentration of soot leaving the cylinder late during the exhaust stroke, well after 
initial blowdown. The relatively low-pressure injection is late and slow enough that it likely stagnates in 
the bowl rather than always following the piston pip to the bowl rim. 

Fig 14. Rates of heat release measured for test point 67 showing clear differences between low and high PM 
cases during spray-bowl interaction. 

Fig 15. Cycle soot distribution (left) and soot exhaust profiles for test point 67. Soot formed in the bowl leaves 
late during exhaust. 

Statistical evidence for these observed correlations between PM emissions and apparent heat 
release rate is presented in Figure 16. Each marker represents positive identification of a real (non-
random) correlation between cycle PM and a particular burn rate metric, including peak heat release 
rate (AHRRp), total integrated apparent heat release rate (IAHRRt), CA0-10, CA10-20, etc. First evi-
dence of burn duration correlation with PM is apparent for the CA20-30 interval when the mass fraction 
burned and net energy release progresses from 20 to 30% (between 11-14 CAD aTDC). The middle 
plot of CA20-30 vs. cycle PM annotated with low, mid, and high cycles, confirms the correlation with a 
measured coefficient of 0.25. The highest soot cycles require about 0.25 CAD duration longer than the 
lowest soot cycles to release the same amount of energy. Other correlations are evident later in the heat 
release and expansion; these will be addressed in subsequent sections. 
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Fig 16. Evidence for PM and HRR correlations for test point 67. Left plot indicates real (>95% probability) cor-
relations for each HRR interval with corresponding correlation coefficients. Middle plot illustrates the correlation of 
early burn duration, CA20-30, i.e., evidence of influence by spray-bowl interaction. Right plot indicates the correla-

tion for late cycle burnout given by CA80-90. 

The cycle PM/HRR correlations examined in this work are generally characterized by large cyclic varia-
tions in soot and very subtle (small) differences in measured apparent heat release rate.  Consequently, 
one could be forgiven for skepticism.  To reinforce the statistical significance of these measurable dif-
ferences in heat release rate for low, mid, and high soot cycles, correlative tests have also been per-
formed for PM and HRR from different (off) cycles (e.g., PM cycle N and HRR cycle N+10 or PM cycle 
N and PM cycle N+20).  For all cases, statistically significant correlations and associated coefficient 
maxima were detected for same cycle parameters; whereas, real correlations generally disappeared for 
off-cycle parameters, thus bolstering confidence in this correlation detection approach and the associ-
ated conclusions. 

3.3.3 Impact of Spray-Head Interaction on Soot Oxidation and Heat Release Rate 

Many engine cases exhibit evidence of HRR and soot affected burning spray interactions with the engine 
head as illustrated in interval ‘C’ of Figure 7. During this time, the apparent heat release rate is generally 
tapering off or rising more slowly compared with earlier periods when the spray is interacting primarily 
with the piston bowl. This is apparent from the high-load, late-injection case represented by test point 
87 as shown in Figures 17 and 18. Closer inspection reveals nearly invariant cycle heat release rates 
for this case (with 11.1 ppb mean soot with 23% PM COV) except during the time that the burning spray 
interacts with the head. Between 17-23 CAD aTDC, instantaneous heat release rates for high PM cases 
(>16 ppb in exhaust) are 3% lower than the cleanest cycles (<8 ppb). Near 18 CAD when the burning 
jet begins to interact with the head, the spray encounters the solid wall with reduced air entrainment and 
increased heat loss as evidenced by the HRR inflection point when the instantaneous HRR nearly levels 
off. For highest sooting cases, this interaction is more pronounced with measurably lower heat release 
rates. Due to these head interactions, soot formed upstream (where local equivalence ratio still exceeds 
two [26]) can escape the flame through disruption by the solid boundary, or it may encounter reduced 
air/reaction rates, all of which impede oxidation, depositing PM near the surface, where it lingers until 
exhaust valve opening. This is confirmed by initial concentrations of soot leaving the cylinder after EVO 
that are higher than at any other time during exhaust. 

Fig 17. Heat release comparisons for test point 87. Observed variations between low and high PM are 
attributed to differences in spray-head interactions and effects on soot oxidation.  A close comparison of AHRR 

during interval ‘C’ is shown in the center. 
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Fig 18. Soot cycle distributions (left) and exhaust soot profiles for low, mid, and high PM for test point 87. 

Effects of spray-head interactions on PM oxidation and HRR have been observed for many test 
points over a wide variety of conditions, but, particularly for lower injection pressures. These include the 
low-load, early-injection case represented by test point 5 as shown in Figure 19-21. For this condition, 
a high premixed burn is followed by clear differences in the peak mixing controlled burn between 1-5 
CAD aTDC for differently sooting cycles (see middle plot of Figure 19).  Examination of the soot cycle 
probability density function (Figure 20 – left) reveals a non-gaussian, skewed soot distribution with a 
mean soot concentration of 4.2 ppb, but significant sooty cycle outliers. These may be partially attributed 
to a nearly 5% drop in AHRR when those cycles interact with the head. Additional causes for higher 
soot are evident from the soot correlation map shown on the left side of Figure 21. In addition to the mid 
cycle burn duration correlations observed for CA30-40 (associated with spray-head interactions), even 
higher correlations are observed later in the cycle as described in the next section. 

Fig 19. Heat release rate comparisons for test point 5 illustrating effects of spray-head interactions.            A 
close comparison of AHRR during interval ‘C’ is shown in the center. 

Fig 20. Exhaust soot cycle distribution (left) and exhaust profiles (right) for low, mid, and high PM cycles  
for test point 5. 
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Fig 21. Evidence for PM and HRR correlations for test point 5. Left plot indicates real (>95% probability) corre-
lations for each HRR interval with corresponding correlation coefficients. Middle plot illustrates the correlation of 

early burn duration, CA30-40, i.e., evidence of influence by spray-head interaction. Right plot indicates the 
correla-tion of cycle PM with total cycle heat release, IAHRRt. 

3.3.4 Impact of Late Cycle Burn-Out on Soot Oxidation 

Many factors impact late cycle burnout and soot oxidation in an engine, including: spray wall interaction 
[27], engine swirl [28], flame recession [29-30], post-injections [31], and end of injection entrainment 
wave [32]. In this work, many of these factors are evident, demonstrating that low- and high- exhaust 
PM cycles are indeed associated with multiple phenomena in compression ignition engines. Several of 
test points that have already been analyzed are now revisited for evidence of late cycle burn-out on soot 
oxidation as observed during interval ‘D’ in Figure 7. 

The low-load, late-injection engine condition described in Figures 14-16 (test point 67) exhibits 
high mean soot volume fraction with a very wide cycle soot distribution (COV = 39%). As mentioned 
previously, this is partially due to spray-bowl interaction observed between 11-15 CAD aTDC. More 
significant correlations (with higher correlation coefficients) are observed after the end of injection for 
late cycle burnout as observed for CA80-90 in the left and right plots of Figure 16. Despite significant 
scatter in the low- and high-PM bins represented by the blue circles and red triangles, the mean of each 
ensemble indicates a longer CA80-90 burn duration of 10.6 CAD for high soot cycles compared with 9 
CAD for the low soot cycles. The right plot of Figure 14 further illustrates differences in cumulative heat 
release rate with clear separation between high- and low- sooting cycles beginning near 25 CAD aTDC 
and persisting to end of combustion near 50 CAD aTDC. Disturbances of the penetrating spray as it 
encounters the bowl are first manifest as higher soot formation associated with spray-wall interactions; 
these further manifest as poor late cycle PM oxidation with reduced late cycle burnout. That this trend 
occurs for low injection pressures (as for test point 67) is not surprising given the reduced momentum 
and spray penetration, which reduce access to air in the far reaches of the cylinder. Similar late cycle 
burnout and poor soot oxidation are evident in Figures 19-21 for case 5, which first exhibits effects of 
the burning spray interacting with the bowl. 

Even cases with higher injection pressure as shown in Figures 22-24 for test point 48 can be 
impacted by late cycle burnout. For this moderate load (12 bar IMEPg) and moderate injection timing (-
8.3 CAD aTDC), the mean soot is low (2 ppb, 0.06 FSN), but there is significant cycle variation. With a 
PM COV of 28% and a skewed soot distribution, low-soot cycles are less than 1 ppb while high soot 
cycles are more than 5 ppb (as shown in the left plot of Figure 23). Some of these differences may be 
attributed to spray-bowl interaction as evidenced by lower heat release rates between 4-10 CAD aTDC 
(middle plot of Figure 22) and high correlation coefficients for CA20-30 (middle plot of Figure 24). Nev-
ertheless, differences in late cycle burnout are apparently a more likely cause for the high-PM outliers 
as indicated by longer CA90-100 (right plot of Figure 24), the negative correlation of high-PM with 
IAHRRt, and the gradual divergence in cumulative heat release rate apparent after 20 CAD aTDC. (right 
plot of Figure 22). This poorer soot oxidation for high-PM cases finally manifests itself as high initial 
concentrations of soot lingering near the head that quickly exits the cylinder after EVO (as observed in 
the right plot of Figure 23). 
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Fig 22. Plots of heat release rate vs. CAD for test point 48 illustrating effects of spray-bowl interaction and late 
cycle PM burnout. 

Fig 23. Soot cycle probability distribution (left) and soot exhaust profiles for test point 48. 

Fig 24. Evidence for PM and HRR correlations for test point 48. Left plot indicates real correlation coefficients 
for each HRR interval. Middle plot illustrates the correlation of early burn duration, CA20-30, i.e., evidence of 

spray-bowl interaction effects. Right plot indicates the correlation of cycle PM with CA90-100, confirming the role 
of late cycle burnout on PM emissions. 

4. Discussion and Study Implications

The utility of a fast, crank-angle-resolved soot extinction technique capable of characterizing cycle PM 
emissions has been demonstrated by successful integration of the FLEER diagnostic with cylinder pres-
sure sensing in a continuously fired metal engine. The measurement approach can reveal significantly 
more information about soot formation, oxidation, and rate of heat release than could ever be discovered 
using a simple exhaust smoke meter. FLEER can more accurately delineate combustion system perfor-
mance, particularly, for points of instability (indicated by high COV and/or non-gaussian soot distribu-
tions), which could potentially be corrected and optimized by methodical study and iteration of injector 
and combustion system hardware. Although cycle soot variations are likely inescapable due to engine 
spray-wall interactions and baseline injector shot variations, improvements in spray formation (and re-
peatability) and charge motion (i.e., swirl and turbulence) could potentially reduce bulk soot emissions 
by minimizing high cycle soot variations. This approach may be particularly useful for meeting increas-
ingly stringent PM emissions requirements like those expected for Tier V. 

This approach for relating formation and consumption of specific pollutants to subtle differences 
in apparent heat release rate could be applied to engines operating on alternative fuels with concerns 
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beyond PM emissions. Fuel slip for gaseous fuels (e.g., hydrogen and methane) could be studied using 
a similar approach. Unwanted pollutants like carbon monoxide, formaldehyde, and oxides of nitrogen 
could be measured in the same optical exhaust runner for various liquid fuels (e.g., methanol, ethanol, 
ammonia, and naphtha) to understand their relationship to apparent heat release rate and to pursue 
efficient abatement strategies. 

Results of this study may have the most profound implications for engine combustion modeling 
and how engine-out emissions are predicted. Existing combustion models including soot formation and 
oxidation have not been privy to the cycle distribution information revealed by this study; therefore, they 
all rely on long time-integrated smoke meter data that is likely skewed by non-normal distributions. No 
wonder that such models often lack sufficient predictive capability for a wide variety of combustion ge-
ometries and operating conditions [33], especially as they are based on an average-cycle realizations. 
In many cases, they may be correctly simulating a particular mid-, high-, or low- sooting condition, while 
failing to capture quasi-stable or key cycle varying behavior as revealed in this work. Awareness of such 
significantly large cycle variations seems imperative to understanding and simulating bulk behavior. 
Multi-cycle realizations or some other statistical approach may be necessary. Finally, application of new 
understanding about how cycle soot formation and oxidation relate to heat release during each of the 
key intervals (ignition, premixed burn, LOL establishment, spray-bowl interaction, spray-head interac-
tion, and late cycle burnout), may go a long way toward understanding model prediction gaps. 

Conclusions 

A crank-angle resolved soot diagnostic has been successfully applied in the exhaust runner of a contin-
uously fired single cylinder engine (based on a Caterpillar C15 production engine) to better understand 
cycle soot variations and relationships between soot formation and oxidation with apparent heat release 
rate. PM variations range between 11-80% COV with some cycles exhibiting more than an order of 
magnitude difference in engine out soot compared with other cycles. Lowest observed engine cycle soot 
variations are nearly equal to levels measured for the fuel injector spraying into quiescent conditions 
without piston or head jet interactions. In-cylinder motion and spray wall interactions only tend to in-
crease these PM variations. 

For several different hardware configurations and a wide range of engine operating conditions, 
exhaust soot variations are correlated with subtle differences in apparent heat release rates during four 
different intervals. During the ignition and premixed burn interval, flame lift-off length can establish closer 
to the injector tip (for some cycles) due to lower injection velocity or plume widening, resulting in an 
advanced premixed burn spike and elevated cycle soot emissions; this phenomenon is generally pre-
sent for injection into quiescent conditions. When the burning spray interacts with the piston bowl, stag-
nation and markedly reduced air entrainment for some cycles can also lead to reduced heat release 
rates and elevated soot formation. Soot formed in the bowl is usually exhausted late. As the burning 
spray interacts with the engine head, for some cycles, reaction rates are lower and heat loss is higher, 
resulting in higher soot concentrations formed near the head; this soot tends to exhaust early. Many of 
these cases are coupled with reduced late cycle soot burnout/oxidation, especially for lower injection 
pressure when access to air/oxygen in far reaches of the cylinder is similarly diminished. 

Application of the FLEER diagnostic technique has promise for aiding combustion system de-
sign and reducing mean cycle soot emissions by minimizing skewed (high-PM) cycles. Minimizing in-
jector spray shot variations holds potential for reducing bulk soot emissions. Application of the technique 
to engines powered by alternative gaseous or liquid fuels could also help identify features of the heat 
release rate responsible for fuel slip and exhaust emission of other undesirable species. Understanding 
of soot formation and oxidation processes and their relationship to apparent heat release rate could be 
immediately used for combustion simulation validation and development. Significant changes in the soot 
simulation approach may be required to better predict such large cycle variations in soot for such subtle 
changes in AHRR. These may include multi-cycle realizations or another statistical approach. 
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Abstract. Climate change requires a significant reduction in greenhouse gas emissions, with the opti-
mization of existing technologies proving to be a promising path. In gasoline engines, the occurrence of 
knocking combustion is a key obstacle to further efficiency improvements. Here, the engine process 
exhibits cycle-to-cycle variations, which lead to differences in the combustion process and consequently 
may change the boundary conditions for knocking combustion initiation. The statistical nature of these 
variations poses a challenge for research and requires the application of appropriate methods and an-
alytical approaches. While previous studies have found correlations between flow characteristics and 
the combustion process, the question of whether these correlations can be extended to the initiation of 
knocking combustion remains open and is addressed in the present study. Here, measurements of 
knocking combustion of a surrogate fuel in a single-cylinder research engine are used as a basis for 
subsequent numerical analysis. In a multi-cycle LES study, a recently developed precursor model with 
a detailed source term formulation is employed to predict the initiation of knocking combustion. The LES 
results are validated against the experimental data with regard to averaged combustion and knock quan-
tities, taking into account cycle-to-cycle variations. In particular, it is shown that the experimentally de-
termined knock initiation direction can be predicted very well by the simulation based on the spatial 
distribution of the auto-igniting mass. Furthermore, the cause-and-effect chain of knocking combustion 
initiation is investigated. Guided by correlation analyses the relationships among flow structures, flame 
propagation and the auto-ignition process are analyzed. Notably, large-scale flow structures are found 
to affect the early flame propagation, which subsequently influences the overall combustion process and 
local flame propagation. The latter, in turn, determines the local and global auto-ignition process. In 
summary, this study analyzes the complicated relationships among flow, combustion and auto-ignition 
process, providing valuable insights into the cause-and-effect chain of knocking combustion initiation. 

1. Introduction
The use of carbon-based fuels in internal combustion (IC) engines produces greenhouse gases. A re-
duction of these emissions can be achieved by improving engine efficiency. Here, downsizing is a prom-
ising approach [1]. However, it poses the risk of knocking combustion [2, 3], which potentially can dam-
age the engine. Consequently, in modern engines a knock control adjusts the spark timing to prevent 
the occurrence of knocking combustion. However, this limits the combustion efficiency. 

In the past, different theories have been proposed to explain the occurrence of knocking com-
bustion [2, 4, 5]. In the current understanding, knocking combustion is always initiated by auto-ignition 
events in the unburned mixture. These are ahead of the flame front and clearly separated spatially [6]. 
The knock limit is characterized by low-amplitude pressure oscillations. These result from a deflagrative 
mode in which the reaction front emerging from the auto-ignition is immediately separated from the 
respective pressure wave. Thus, the knock intensity depends primarily on the amount of auto-ignited 
mass [7, 8]. 

Knocking combustion has been investigated extensively both experimentally and numerically in 
the past as discussed in the review article by Wang et al. [3]. Experimental investigations of knocking 
combustion often use conventional gasoline fuels [9, 10]. However, the exact composition of gasoline is 
not standardized. Therefore, numerical studies consider surrogate fuels which consist of a reduced 
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number of known components [11]. Common surrogates are Primary Reference Fuels (PRFs) which 
consist of isooctane and n-heptane and Toluene Reference Fuels (TRFs), where toluene is added. To 
account for the alcohol content of modern gasoline fuels, TRF+E surrogate fuels additionally contain 
ethanol [12]. For numerical investigations of knocking combustion, the auto-ignition delay times as well 
as burning velocity must be properly captured by the surrogate formulation. Alternatively, the experi-
ments directly employ surrogate fuels to enable a comprehensive joint analysis with simulations. 

The accurate prediction of the auto-ignition process of a surrogate fuel is a prerequisite for nu-
merical investigations of knocking combustion initiation. There are two common modeling approaches: 
direct modeling and precursor models. 

The high computational costs associated with direct modeling of the auto-ignition process can 
be reduced by simplified kinetic approaches [13, 14]. This was employed in several studies with finite-
rate chemistry for the unburned gas for different surrogate fuels with reduced or skeletal mechanisms 
of varying complexity [15–19]. The pre-tabulation of chemistry is used in the tabulated kinetics of ignition 
(TKI) model [20–24]. This approach was employed for LES investigations of knocking combustion by 
Robert et al. [7, 9, 25]. 

In a precursor model, the evolution of a real or pseudo species is assumed to capture the auto-
ignition process. In this regard, Livengood and Wu [26] proposed the knock integral method (KIM). For 
simplicity, a linear relation between the auto-ignition delay time and the precursor mass fraction is as-
sumed. For the application in CFD simulations, empirical correlations [27, 28] or reaction mechanisms 
of varying complexity [29, 30] were used to calculate and tabulate the auto-ignition delay times, respec-
tively. Linse et al. [31] developed the generalized knock integral method (gKIM), which incorporates the 
effect of turbulent fluctuations. Further adaption and application to a broader range of operating condi-
tions demonstrated the capabilities of this approach [32]. Subsequently, the model was extended to 
surrogate fuels with negative temperature coefficient (NTC) behavior in an LES study [8]. 

The unsteady nature of spark-ignited IC engine operation is a particular aspect of knocking 
combustion. Even for nominal stable operation conditions cycle-to-cycle variations (CCVs) occur [33]. 
The combustion process differs from cycle to cycle [34] and so are related quantities such as cylinder 
pressure, heat release and thermodynamic conditions in the unburned gas, where auto-ignition may 
occur. The associated CCVs in the tendency of knocking combustion initiation pose a challenge for the 
investigation of knocking combustion. 

There have been numerous numerical and experimental studies attempting to identify the 
causes and influencing factors of CCVs of combustion as summarized in the review articles by Young 
[34] and Ozdor [33]. Young [34] postulated that CCVs begin early in the cycle and that velocities in the
spark region seem to have a significant influence. Ozdor [33] strengthened this hypothesis and identified
the magnitude and direction of the local spark velocity as the main factors influencing the combustion
process. This was subsequently further investigated in multiple experimental studies incorporating cyl-
inder pressure measurements and imaging techniques for flow, spark and flame propagation [35–39].

In terms of numerical investigations, single cycles of multi-cycle LES studies allow the analysis 
and understanding of fundamental physics and the complex interactions between the different pro-
cesses causing CCVs [40]. Respective LES studies [41–43] confirmed, that the local spark velocity is 
influencing the combustion process. Other studies identified the kinetic energy [44] or the location of 
coherent vortex structures [45] as influencing factors of CCV. Truffin et al. [42] emphasized that there is 
no universal hierarchy of influencing factors, but that they seem to depend on engine geometry and 
operating conditions. 

Investigating knocking combustion, a deeper understanding of the CCVs, particularly at the 
knock limit, is important [33]. Recent LES studies [7, 9, 10, 19, 25, 46] demonstrated that by resolving 
CCVs, the influence of single cycles on the mean knock behavior can be investigated. In addition, cor-
relations between physical phenomena can be analyzed. Here, Fontanesi et al. [10] and Robert et al. 
[9] found correlations between the flow velocity in the spark vicinity and the global burn rate. Robert et
al. [25] presented a qualitative comparison of individual locations of auto-ignition. However, the global
trend of these locations was attributed to heat transfer or residence times and the local randomness to
turbulence, without further in-detail analysis. To the authors’ knowledge, there is no systematic numeri-
cal study of the correlations of flow, combustion and auto-ignition.

Thus, this study conducts a systematic analysis of the cause-and-effect chain of knocking com-
bustion initiation to investigate the causes of cycle-to-cycle variations. Focusing on the knock limit, an 
experimental campaign of a single-cylinder research engine provides data on the knocking behavior of 
a TRF+E surrogate fuel. In addition to conventional indicated in-cylinder pressure data, localized data 
is available through the employment of a fiber-optical spark plug. This data is used to validate the results 
of a multi-cycle LES study in which a previously developed precursor model [8] is employed for the 
prediction of auto-ignition. Subsequently, the LES data is used for the investigation of the cause-and-
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effect chain of knocking combustion initiation. Here, global and local correlation analyses are used to 
guide the analysis of the relationships between flow structures, flame propagation and the auto-ignition 
process. 

The remainder of this paper is structured as follows. First, the experimental database is pre-
sented. Subsequently, the engine simulation framework and the applied modeling approaches are de-
scribed. Thereafter, the results are discussed. The paper closes with a conclusion of the main findings. 

2. Experimental database
The experiments are conducted employing a full-metal single-cylinder research engine (SCRE). The 
engine geometry and operating conditions are listed in Table 1. A schematic visualization of the com-
bustion chamber is given in Fig. 1. More details on the engine can be found in previous studies [47ï49]. 

Spark timing sweeps at the knock limit are conducted to vary the combustion phasing in terms 
of 50% fuel mass fraction burned (MFB50). Here, an engine speed of 1500 RPM and a load of 10 bar 
indicated mean effective pressure (IMEP) are chosen. The knocking combustion behavior is investi-
gated under stoichiometric operating conditions for a TRF+E surrogate fuel that consists of 66.0 % iso-
octane, 11.3 % n-heptane, 17.4 % toluene and 5.3 % ethanol by mass [8], [50]. A port-fuel injection (PFI) 
system is used for mixture generation. Valve timings of intake valve opening (IVO) and exhaust valve 
closing (EVC) are chosen to minimize valve overlap and internal exhaust gas recirculation (EGR) rate, 
which is around 4 %. Coolant and oil temperatures are conditioned to 90Á C. 

The measurement signals are processed via Kistler 5064 charge amplifiers and an FEV com-
bustion analysis system (FEVIS). The position of the crankshaft is measured with an optical encoder 
with a 0.1Á CA resolution. The engine is coupled to an eddy-current brake and an electric dynamometer 
to maintain the desired engine speed with an accuracy of Ñ1 RPM, regardless of the engine load. To 
ensure constant stoichiometric engine operation the relative air/fuel ratio ! of the exhaust gas is derived 
according to Spindt [51] with the extension for oxygenated fuels by Bresenham et al. [52].  

The pressures in the intake and exhaust manifolds are measured with Kistler 4045-A5 piezore-
sistive pressure transducers. The pressure in the cylinder is measured with two flush-mounted 
KistlerA6061B piezoelectric pressure transducers opposite each other in the combustion chamber roof 
between the intake and exhaust valves. The pressure values given refer to the average of both pressure 
transducers. 

The auto-ignition of the unburned mixture induces high-frequency pressure oscillations that su-
perimpose the mean pressure trace in the cylinder. Thus, the high-resolution pressure trace is used to 
characterize knock intensity. From the filtered high-frequency component of the cylinder pressure p, 
which is calculated by subtracting the weighted moving average low-pass filtered signal from the unfil-
tered signal, the characteristic value Knock-Peak-Peak (KPP) is determined. By averaging over the 
recorded 1000 cycles in one operating condition, the value KPPmean is calculated. Additionally, the fil-
tered pressure signal is used to determine the crank angle of knock onset CAKO. It is defined here as 
the crank angle at which the value of the high-frequency pressure oscillations exceeds a threshold of 
0.25 bar for the first time considering only cycles with a KPP > 0.4 bar. 

For the simulations, an operating point with a knock intensity KPPmean of 1.04 bar is considered. 
The respective spark timing of -6Á CA results in an MFB50mean of 14.0 ÁCA. 

Additional signals are available based on the optical access through the insertion of a 40-chan-
nel fiber-optical spark plug (see Fig. 1) produced by AVL List GmbH. The optical data are acquired with 
a S1336-BQ photo-multiplier array from Hamamatsu Photonics. The spectral characteristics of the fiber 
system are only limited by the photomultiplierôs spectral photosensitivity, which allows the detection of 
broadband light emission between 200ï1100 nm with a peak sensitivity at 950 nm. 

Table 1. Engine geometry and operating conditions 

Stroke 90.5 mm 
Bore 75 mm 
Compression ratio 11.83:1 
Valve diameter (IV/EV) 32/26 mm 
Engine speed 1500 RPM 
IMEP 10 bar 
Fuel TRF+E 
IVO (1 mm lift) 15Á CA  
EVC (1 mm lift) -26Á CA
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The optical signals track intensity peaks caused by auto-ignition events. These are processed in an 
indirect localization approach. The respective methodology described in Schneider et al. [53] is specifi-
cally developed for operating conditions with low knock amplitudes. Here, the individual signals of each 
of the 40 optical observation cones (see Fig. 1) are used to determine the most probable knocking 
combustion initiation direction. Thus, in addition to the global information provided by the pressure sig-
nals, local information is available to further characterize the observed knock event.  

Fig. 1. The left side shows the combustion chamber geometry close to TDC. The cylinder head is cut at the sym-
metry (tumble) plane. On the right side, the fiber-optical spark plug is depicted. In addition, the 40 optical 

observation cones inside the combustion chamber are shown schematically (in transparent gray). Intake valves 
(IV) and exhaust valves (EV) are labeled for orientation 

3. Engine simulation setup
The engine simulations are performed using TFMotion which is an OpenFOAM-based in-house frame-
work developed for engine simulations [54]. The topological changes of the engine cycle are captured 
by a key grid approach [55] in a pre-processing step. The meshes are hexa-dominant structured grids. 
The base cell size in the cylinder is 0.5 mm, which is comparable to other engine LES studies [7, 8, 25, 
42, 56]. To capture geometric features, a local refinement down to 0.125 mm is applied. The same re-
finement level Is used for a sphere of 2 mm around the spark position.  

For the multi-cycle procedure (see schematic depicted in Fig. 2), the simulation is started in the 
early exhaust phase. The composition and temperature of the quiescent mixture in the cylinder and the 
exhaust port are set according to a burned state. Several realizations of the first combustion phase 
(Cycle 0) are simulated. Here, a numerical spark timing sweep is conducted to obtain different pressure 
traces. From these, three individual results are selected as initial conditions for the next cycle. From 
here on, three independent threads are executed in parallel. Individual consecutive full-cycle simulations 
are performed within each thread. With the simulation of the second combustion (Cycle 1) and subse-
quent gas exchange phases, initial conditions for the subsequent cycles (Cycle 2) are available and the 
initialization procedure is completed. Only results from here onwards are considered in the subsequent 
analyses.  

3.1 Turbulent knocking combustion modeling 

Knocking combustion results from auto-ignition events in a location ahead of the turbulent flame front. 
Thus, turbulent flame propagation and turbulent auto-ignition must be captured properly, which is incor-
porated by respective models. A detailed gasoline surrogate mechanism with 485 species and 2081 
reactions [57] is used to describe the auto-ignition and combustion of the investigated surrogate fuel. 

3.1.1 Turbulent flame propagation modeling 

The modeling of the turbulent flame propagation is based on an algebraic flame surface density (FSD) 
model [58] coupled to a flamelet-based manifold. In the LES, a normalized reaction progress variable " ̃ is defined based on the sum of mass fractions of carbon dioxide and carbon monoxide and a 
transport equation [59] is solved: ∂(%")̃∂& + ∂(%'#̃")̃∂)$ = ∂∂)$ ( +SGSScSGS ∂" ̃∂)$) + %u-L. . (1) 
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Fig. 2. Schematic visualization of the multi-cycle approach. Cycle 0 and Cycle 1 represent the initialization proce-
dure. The arrows below Cycle 2 indicate the extension of each thread by further cycles.  

Here, %u, +SGS, -L and . denote the density conditioned upon the unburned state, sub-grid scale 
(SGS) eddy viscosity, laminar burning velocity and sub-grid flame surface density, respectively. For 
diffusion modeling, a unity Lewis number is assumed. A gradient assumption is used for turbulent flux 
closure, with the turbulent Schmidt number set to ScSGS = 0.4. The flame surface density . is mod-
eled by an algebraic relation [58]: . = [1 + 0.46ReSGS0.25 ('SGS′-. )0.3 ( 110)0.2] ∣ ∂" ̃∂)$∣ , (2) 

where ReSGS and 'SGS′  are turbulent Reynolds number and unresolved turbulent velocity fluctuation, 
respectively. The reference pressure 10 is 0.1 MPa. 

The combustion process is initiated by imposing a sphere of burned state (" ̃ ρ, radius of 
0.2 mm) in the spark plug gap at the numerical spark timing of -8.5Á CA. The burned gas mass fraction 
of the previous cycle is taken into account by the passive scalar of exhaust gas recirculation 4EGR 
and a respective transport equation is solved. Prior to exhaust valve opening (EVO), " ̃is mapped to 4ẼGR and reset to zero [60]. 

During the simulation, a flamelet-based manifold is accessed to retrieve unknown quantities of 
the previous equations. In particular, %u and -L are tabulated. Additionally, the species composition 
is stored, from which transport and thermodynamic data are determined. 

Utilizing the flamelet assumption [61] a set of 1-D laminar freely propagating flames is calculated 
with cantera [62]. As initial conditions, the pressure 1, the unburned temperature 5u and the initial 
composition are varied (see Table 2). The latter is fixed to the stochiometric value but takes into 
account different exhaust gas recirculation (EGR) mass fractions ΠȦͼΠ . 

3.1.2 Turbulent auto-ignition modeling 

Following Linse et al. [31], the auto-ignition process is modeled as a process separated from the tur-
bulent flame. For that, a precursor is used to track the auto-ignition process in the unburned mix-
ture [32]. The fuel consumption is used as a pseudo precursor species and determines the auto-
ignition progress variable conditioned on the unburned state 4cI,u . The transport equation of 4c̃I,u  
reads: ∂(%4c̃I,u)∂& + ∂%'̃$4c̃I,u∂)$ = ∂∂)$ [(%8 + +SGSScSGS) ∂4c̃I,u∂)$ ] + %9̃̇3cI,u  . (3) 
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Here, a gradient assumption with a turbulent Schmidt number of ScSGS = 0.4 is used for turbulent 
flux closure, and diffusion modeling assumes unity Lewis number. 

The closure of this model is based on the determination of the unknown source term 9̇3cI,u  from
a flamelet-based auto-ignition manifold, which is generated based on homogeneous reactor calcula-
tions with the in-house solver ULF [63]. Variations of the pressure 1, the unburned temperature 5u 
and the EGR mass fraction 4EGR are taken into account (see Table 2). The mixture fraction is set to 
its stoichiometric value. 

The source term 9̇3cI,u  (see Equation 3) is based on the detailed non-linear auto-ignition evolu-
tion. Similar to existing modeling approaches, e.g., the TKI model [24], the source term is defined by 
the respective instantaneous reaction rates of the auto-ignition progress variable: 9̇3cI,u = ∂4cI,u∂&  . (4) 

Table 2. Parameter variation of combustion and auto-ignition manifolds. Number of steps given in the second last 
(combustion) and last column (auto-ignition)  

Parameter min. value max. value # steps (comb.) # steps (auto-ign.) 1 0.8 bar 70 bar 20 18 5u 300 K 1000 K 15 23 4EGR 0 1 11 10 

In the post-processing, the conditional auto-ignition progress variable is normalized to "I,u =4cI,u/4cI,u,max , where 4cI,u,max  is the value after auto-ignition. Assuming that no auto-ignition can occur 
in the burned gas [31], the auto-ignition progress variable is retrieved from "I = (1 − ") ⋅ "I,u by taking 
into account the turbulent flame propagation ". Finally, the set =crit, representing all computational 
cells that exhibit a critical auto-ignition state, is defined by "I ≥ ? = 0.95. Following previous works [8, 
32], the mass represented by these cells is referred to as critical mass $ $%&'  hereafter and assumed 
to undergo auto-ignition. The knock onset CA9crit,max  is determined based on the peak in the temporal 
evolution of @crit [8, 32]. 

4. Validation of the LES
The influence of cycle-to-cycle variations in flow and combustion on the knocking combustion initiation 
is investigated by employing a multi-cycle engine LES. The results of the simulations are validated 
against the experimental data. First, global combustion and knock quantities are considered. Thereafter, 
the fiber-optical signals are taken into account for the validation based on localized information. The 
validated LES data set is subsequently used for the investigation of the cause-and-effect chain of knock-
ing combustion initiation. 

4.1 Cycle-to-cycle variations of combustion 

The cycle-to-cycle variations within the combustion process lead to different mass burning rates. These 
differences are associated with differences in heat release and thus result in different pressure traces 1exp as shown in Fig. 3. The A cycles with the highest and lowest peak pressures are averaged as 
estimators for the 1-, 2- and 3-B intervals around the mean 1exp, where A is 3, 46 and 318 respectively. 
Considering the extreme values of all 1000 cycles the peak pressures range from 43.3 to 65.2 bar. Within 
the 1-B interval, the peak pressures range between 51.0 and 58.7 bar 

Pressure traces of experiments 1exp (gray) and LES realizations 1LES (green). In addition, the 
mean pressure traces 1exp and 1LES are shown (dark gray and dark green, respectively). The black lines 
indicate estimators for the experimental 1-, 2- and 3-B intervals (dash-dotted, dashed and dotted re-
spectively). 

The mean LES pressure trace 1LES is in good agreement with the mean experimental pressure 
trace 1exp. The peak pressures of the 18 LES cycles conducted range from 46.8 to 58.9 bar. Thus, the 
multi-cycle LES study covers a substantial portion of the cycle-to-cycle variations observed in the ex-
periments. 

636



Insights into Cycle-to-Cycle Variations: A Multi-Cycle LES Investigation of Knocking Combustion Initiation 

4.2 Cycle-to-cycle variations of knocking combustion initiation 

The variations in combustion consequently lead to a variation in the knocking behavior of the 1000 
individual experimental cycles. These variations are detectable both in the pressure indication data and 
in the optical signals. 

Fig. 3. Pressure traces of experiments !exp (gray) and LES realizations !LES (green). In addition, the mean 
pressure traces !exp and !LES are shown (dark gray and dark green, respectively). The black lines indicate 

estimators for the experimental 1-, 2- and 3-" intervals (dash-dotted, dashed and dotted respectively) 

4.2.1 Pressure indication data 

Based on the signal of the in-cylinder pressure transducer, the knock amplitude KPP and the crank 
angle of knock onset CAKO are determined. Both CAKO and KPP vary from cycle to cycle as shown 
in Fig. 4. Each cycle has an individual value pair for KPP and CAKO. While cycles with a KPP below 
the KPPmean of 1.04 bar show a wide range in CAKO, higher KPP values only appear for earlier CAKO. 

For low knock intensities at the knock limit, mainly the mass consumed by the auto-ignition 
determines the knock intensity [8, 25]. For the auto-ignition model, this mass is reflected by the max-
imal critical mass #crit,max [8, 32]. Due to the comparatively limited data set, it is not possible to con-
clusively assess whether the simulations can capture the trend toward higher knocking intensity with 
earlier knock onset. However, for the available samples, the lowest observed #crit,max increases with 
earlier CA.crit,max. Here, the LES realizations capture variations in the knock intensity; different values 
of #crit,max are observed for similar CA9crit,max . This suggests that local differences may contribute to 
variations in the global knock behavior, which is a particular focus of the subsequent analysis. 

4.2.2 Fiber-optical signals 

The variations of knocking combustion discussed above show the global response to the local pro-
cess of auto-ignition in the unburned gas. No local information is available in the usual solely pres-
sure-based measurement campaigns. The use of a fiber-optical spark plug in this measurement cam-
paign enables the determination of the most likely knocking combustion initiation direction for each 
cycle. 

The respective circumferential distribution is shown in Fig. 5. For orientation purposes, the inlet 
valves (IV) and exhaust valves (EV) are shown in the illustration centered around the spark plug. The 
view is along the axis of the spark plug. Each bin reflects the acceptance cone of the corresponding 
optical channel (see Fig. 1). The height of each bar corresponds to the number of experimental cycles Cexp for which the respective knocking combustion initiation direction has been determined.  

The knocking combustion initiation is not evenly distributed around the circumference of the 
engine. Most cycles show knocking combustion initiation between the exhaust valves (EV1 and EV2) 
and slightly fewer cycles between the intake valves (IV1 and IV2). In contrast, there are regions of 
less knocking combustion initiation between the exhaust valve and the intake valve on either side. 
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Fig. 4. Knock intensity KPP (experiments shown in gray) and maximal critical mass #crit,max (LES, shown in 
green) as a function of knock onset CAKO and CA.crit,max 

, respectively 

For the LES, the data is transformed into cylindrical coordinates aligned with the experimental 
configuration of the fiber-optical spark plug. Instead of acceptance cones, wedges are used for cir-
cumferential binning. The auto-igniting mass at the time of knock onset is considered in the following 
analysis. The respective circumferential distribution of the critical mass of each LES realization is 
shown in Fig. 5. The bars are plotted with an alpha value of 0.2, so the overlap of 5 bars results in 
total opacity. 

The individual bars indicate, that there is considerable auto-igniting mass all around the cylinder. 
However, the highest auto-igniting mass is observed between the exhaust valves. In addition, for the 
region between the intake valves, there are more cycles with higher auto-igniting mass than for the 
regions between the intake and the exhaust valves on either side. This agrees very well with the 
experimentally observed knocking combustion initiation directions. Thus, the circumferential distribu-
tion of the auto-igniting mass is a good indicator of the experimentally determined frequencies of 
knocking combustion initiation direction even with a low number of LES realizations. 

In summary, the LES results exhibit good agreement with experimental trends in combustion 
and auto-ignition. Consequently, the LES data set proves valuable for further investigation of cycle-
to-cycle variations in knocking combustion initiation. 

Fig. 5. Left: Circumferential distribution of knocking combustion initiation direction based on the fiber-optical inves-
tigations. Right: Circumferential distribution of critical mass at the time of knock onset of each LES 

realization. Individual bars have a transparency alpha value of 0.2. For orientation, intake valves (IV) and exhaust 
valves (EV) are shown in the illustration centered around the spark plug. The view is along the axis of the spark 

plug  
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5. Cause-and-effect chain of knocking combustion initiation
The cause-and-effect chain of knocking combustion initiation involves flow, combustion and auto-igni-
tion. The subsequent analysis of these relationships is guided by a correlation analysis. For this, the 
Pearson correlation coefficient $1,2 is used, which indicates correlations between feature ) and D: E=,> = ∑ ()$ − ))?$=1 (D$ − D)√∑ ()$ − ))2?$=1 √∑ (D$ − D)2?$=1  . (5) 

Here, )$, D$ are individual samples and ), D the respective means. Subsequently, features are 
defined based on the LES data. In the first step, this correlation analysis is used to identify global corre-
lations. Thereafter, correlations of global features and LES fields are analyzed. 

5.1 Global correlations of flow, combustion and auto-ignition 

For the global correlation analysis, a distinct set of features is described for each of the aspects of flow, 
combustion and auto-ignition as listed in Table 3. A permutation is used to correlate each feature with 
all the others. The square of the correlation coefficient, E2, is used hereafter as an indicator for a linear 
correlation between two features. 

The flow features are based on the convective velocity Ϸ and turbulent kinetic energy H in the 
spark plug gap vicinity (SP) at spark timing. These have been reported to influence the combustion 
process in several studies [9, 41ï43, 64]. Following Truffin et al. [42], a radius of 1 mm around the spark 
plug gap center is considered for the calculation of the features. Both ' and H are time-averaged with 
an interrogation window of 5Á CA to smooth out small-scale turbulent structures. 

The combustion features are divided into two groups distinguishing between the early and late 
combustion phases. The latter is taken into account by the feature of peak pressure 1max. The early 
combustion phase is assumed to last until the time of TDC, at 0.0Á CA. Here, the feature of mass fraction 
burned MFB0.0∘CA is used. Further features are based on the local field of the progress variable " ̃ at 
TDC, consistently with the MFB feature. Two sample planes through the cylinder are considered as 
shown in Fig. 6. On the tumble plane (TP, blue) and middle plane (MP, red) the flame is approximated 
by the " ̃ = πȢυ iso-line. Based on this, the distances ∆) and ∆D, being the difference between the left-
most and right-most point in the respective coordinate direction, are calculated as estimates for the 
flame width. 

The auto-ignition features are based on the predictions of the auto-ignition model. The maximal 
critical mass @crit,max and the respective crank angle CA9crit,max are considered as indicators for the 
knock intensity and the knock onset, respectively. 

Table 3. List of features used in the correlation analysis. The flow features are listed in the first segment, 
combustion features in the second segment and auto-ignition features in the last segment. In the following, the 

colors light gray, gray and dark gray are used to indicate the group to which the features belong 

flow |'|SP Magnitude of velocity ∣H∣SP Magnitude of kinetic energy 

combustion 

1max Peak pressure MFB0.0∘CA Fuel mass fraction burned at TDC ∆)FT̃P,0.0∘CA Flame width on tumble plane ()-direction) ∆DFM̃P,0.0∘CA Flame width on middle plane (D-direction) 

auto-ignition 
@crit,max Maximal critical mass CA9crit,max Crank angle of maximal critical mass 
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Fig. 6. Schematic of the two sample planes considered in the global correlation analysis: tumble plane (blue) and 
middle plane (red). The horizontal plane (green, %-value corresponds to TDC position) is considered in the analysis 

of local correlations in the next section 

5.1.1 Results of the global correlation analysis 

The results of the feature permutation are presented in Table 4. The table is colored according to the 
shown E2-value: values of E2 < 0.3 are considered uncorrelated, from 0.3 to 1.0 the saturation of 
green increases linearly. 

In the following, selected correlations are discussed segment by segment, i.e., first characteris-
tics of the flow with those of combustion and auto-ignition, then those of combustion with those of 
auto-ignition and finally those of auto-ignition with itself. The respective scatters of the data and cor-
responding linear fits are shown in Fig. 8 and Fig. 9. 

Table 4. Correlations of flow (light gray), combustion (gray) and auto-ignition (dark gray) features. The cells are 
colored according to the respective $2-value: values of $2 < 0.3 are white, and from 0.3 to 1.0 the saturation of 

green increases linearly 

Correlations of flow features 
The lack of clear correlations between the flow and the combustion features is in contrast to the 
results of earlier studies [9, 41–43, 64]. However, it is important to emphasize that, e.g., Truf-
fin et al. [42] found different relevance of the investigated features even on the same engine for dif-
ferent operating conditions. This indicates, that the found correlations are not universal and the de-
tailed causes of CCV may vary between engines and operating conditions. 

The engine investigated in studies by Enaux et al. [41] and Truffin et al. [42] featured a flat pis-
ton and a recess between the valves, which led to a tumble-induced vortex structure directly at the 
spark plug. For the engine investigated here, the piston and cylinder head geometries (see Fig. 1) 
lead to a different tumble flow. At spark timing, the ensemble-averaged velocity magnitude ⟨'⟩ indi-
cates that the mean tumble center is about 9 mm to the left of the spark plug gap as shown in Fig. 7. 

Fig. 7. The left side shows the ensemble average of the velocity magnitude ⟨'⟩ at spark timing. The arrows indicate 
the velocity vector and their size is scaled with the velocity magnitude. The sphere considered for the determination 
of the spark plug features is shown in light gray. The right side depicts the ensemble average of the progress 
variable ⟨)⟩̃ at TDC. The velocity field at spark timing is indicated by the arrows for orientation 

x z
y

|u|SP |k|SP pmax MFB0.0±CA ¢xTP,0.0±CA
ec ¢yMP,0.0±CA

ec
mcrit,max CAmcrit,max

|u|SP X 0.31 0.04 0.05 0.01 0.16 0.13 0.1

|k|SP 0.31 X 0.0 0.02 0.01 0.03 0.04 0.01

pmax 0.04 0.0 X 0.59 0.39 0.3 0.09 0.95

MFB0.0±CA 0.05 0.02 0.59 X 0.51 0.31 0.05 0.59

¢xTP,0.0±CA
ec 0.01 0.01 0.39 0.51 X 0.01 0.0 0.35

¢yMP,0.0±CA
ec 0.16 0.03 0.3 0.31 0.01 X 0.48 0.4

mcrit,max 0.13 0.04 0.09 0.05 0.0 0.48 X 0.2
CAmcrit,max 0.1 0.01 0.95 0.59 0.35 0.4 0.2 X

640



Insights into Cycle-to-Cycle Variations: A Multi-Cycle LES Investigation of Knocking Combustion Initiation 

The influence of these flow structures on flame propagation is apparent considering the tumble 
plane at TDC. The ensemble-averaged progress variable ⟨"⟩̃ shown on the right of Fig. 7 is regarded 
as the flame probability. The mean flame is pushed towards the piston by the tumble motion (cf. the 
velocity arrows that indicate the velocity at spark timing). On the side of the spark plug gap facing 
away from the tumble vortex, only a small area shows a higher flame probability. With that, the con-
vective flow in the spark plug gap seems to be of minor importance for the engine and operating 
conditions investigated. Additionally, it indicates that the tumble vortex has a higher influence on the 
early flame propagation and hence the burn rate. 

Finally, no correlations are found between the selected flow and auto-ignition features. This is 
not surprising as auto-ignition occurs downstream of combustion and there are no clear correlations 
between flow and combustion features. 

Correlations of combustion features 
It is known, that for an individual cycle, the early combustion phase determines the global combustion 
process [33, 34]. The indicator for early combustion progress MFB0.0∘CA ranges between 0.5 % and 
1.5 % in this study. The correlation of MFB0.0∘CA to the later-stage combustion feature 1max is in 
agreement with the literature. However, the scatter around the linear fit (see Fig. 8) indicates, that 
there may be additional influencing factors after this very early combustion stage. 

For the flame features based on the local progress variable field ",̃ weak correlations exist be-
tween the global mass fraction burned MFB0.0∘CA and the flame widths ∆)FT̃P,0.0∘CA and ∆DFM̃P,0.0∘CA.
Fig. 8 exemplarily shows, that the relation between the mass fraction burned -&" Ȣ ᶼɕ  and the flame 
width ∆)FT̃P,0.0∘CA is scattered around the linear fit. With that, the local flame propagation differs for a
comparable global combustion progress. 

Fig. 8. Scatter and linear fit with confidence interval (very light green) and prediction interval (light green) for a 
combination of two combustion features (see Table 3). Left shows the mass fraction burned at TDC MFB0.0∘CA 

and peak pressure !max. Right shows the flame width on the tumble plane (Ȧ -direction) at TDC ∆,8 ̃TP,0.0∘CA and MFB0.0∘CA  

In the correlations to the auto-ignition features, the close relationship between the combustion 
process determining the boundary conditions and the auto-ignition is reflected in the correlation be-
tween all combustion features and the crank angle of knock onset CA9crit,max . In agreement with the 
previous findings, the correlation is high for the late combustion phase feature of 1max while it is 
weaker for the early combustion features MFB0.0∘CA, ∆)FT̃P,0.0∘CA and ∆DFM̃P,0.0∘CA.

However, the global combustion process (indicated by 1max and MFB0.0∘CA) does not correlate 
with the auto-igniting mass @crit,max. The variations must therefore be caused by local processes. In 
this regard, the correlation between @crit,max and the flame width in the y-direction projected on the 
middle plane at TDC ∆DFM̃P,0.0∘CA is of interest. The linear fit shown in Fig. 9 suggests that higher
early flame width in D-direction (perpendicular to the tumble plane) leads to higher critical mass at 
knock onset. This is further investigated in the local correlation analysis in the next section. 
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Fig. 9. Scatter and linear fit with confidence interval (very light green) and prediction interval (light green) for the 
flame width on the middle plane (--direction) at TDC ∆-8̃MP,0.0∘CA and the maximal critical mass #crit,max

Correlations of auto-ignition features 
The absence of linear correlations between the individual auto-ignition features (see Table 4) is ex-
pected and indicates potential limitations of the correlation method. It is well known that knock onset 
and knock intensity are not linearly related, however, higher knock intensities are only observed at 
earlier knock onsets (see Fig. 4). A careful manual inspection of all permutations is required as such 
trends cannot be captured with the linear fit applied. 

Nevertheless, this correlation analysis provides a comprehensive global understanding of flow, 
combustion and auto-ignition for the operating conditions investigated. Additionally, it emphasizes the 
importance of local structures. In particular, the early-stage flame propagation perpendicular to the 
tumble plane correlates with the auto-ignition mass. This aspect is further investigated in the following 
by local correlation analysis. 

5.2 Local correlations of flow, combustion and auto-ignition 

In a further analysis, the previously described correlation analysis is extended. Now, the correlation 
coefficient E (see Equation 5) is calculated for every cell of the 2-D domain resembling the horizontal 
plane shown in Fig. 6. In addition, a M0-hypothesis test is performed based on the &-distribution of the 
test statistics. A significant correlation is assumed only for 1-values lower than the significance level of 
0.05. To further investigate the influence of early flame propagation on the auto-igniting mass, scalar 
features described in Table 3 are correlated to the field of auto-ignition progress "Ĩ to identify local 
structures of correlations. Here, a time of 16.5° CA is considered, which is representative of the later 
combustion phase close to knock onset. First, the correlation between the local auto-ignition progress "I 
and the flame width in D-direction on the middle plane ∆DFM̃P,0.0∘CA is investigated, as latter was identified
to correlate with the auto-igniting mass in the previous analysis. The respective correlation field EFĨ↔∆>,M̃P,0.0∘CA  is shown in Fig. 10.

Fig. 10. Correlation coefficients $8 ̃I↔∆2+̃MP,0.0∘CA (left) and $8Ĩ↔.crit,max (right) on the horizontal plane at 16.5° CA.
The outlines of areas considered significantly correlated (!-value) are shown in white color. The view is in the 
direction of the cylinder head. Locations of the valves and the spark plug are illustrated for orientation. The dash-

dotted line indicates the tumble plane 
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A distinct region of positive correlation is found between the exhaust valves (EV1 and EV2). 
Hence, a higher flame propagation perpendicular to the tumble plane in the early combustion phase 
correlates with higher auto-ignition progress in this region in the late combustion phase. Additionally, 
another distinctive area of correlation EFĨ↔∆>,M̃P,0.0∘CA  is found in the region between the intake and
exhaust valve (IV1 and EV1, see Fig. 10). However, the sign is reversed, i.e., a higher flame propagation 
perpendicular to the tumble plane correlates with lower auto-ignition progress. 

Interestingly, the local auto-ignition progress "Ĩ in these regions also shows correlations with the 
global maximum critical mass @crit,max. This indicates, that the local auto-ignition progress in these 
regions determines the global auto-igniting mass. With that, a link to the previously discussed global 
correlation between ∆DFM̃P,0.0∘CA and @crit,max is found.

Further investigation of this relation is based on the comparison of two individual cycles (see 
Table 5). The cycles have the same MFB0.0∘CA of 1.2 % and a similar peak pressure (51.6 bar and 
51.7 bar, respectively). Hence, the global combustion process is assumed to be comparable. However, 
they differ according to the previously found correlation. Cycle B has a higher flame width on the middle 
plane ∆DFM̃P,0.0∘CA (19.5 mm and 15.5 mm, respectively) and show a higher @crit,max (35.5 mg and
21.8 mg, respectively).  

Table 5. Values of features of single cycles A and B. 

In Fig. 11, flame propagation and auto-ignition progress are compared based on the horizontal 
plane (see Fig. 6). Here, the time of the individual knock onset is considered. The flame front is defined 
by " ̃= 0.5 and visualized as a white iso-line. The coloring of the auto-ignition progress variable "Ĩ is 
adjusted to highlight solely the areas contributing to the critical mass ("Ĩ ≥ 0.95). 

The global flame propagation on the horizontal plane is comparable. However, the different local 
flame propagation leads to different locations and sizes of the pockets of unburned mixture ahead of the 
flame front. In the pockets in the direction of the exhaust valves and the intake valves, a substantial part 
of the unburned mixture is identified as auto-igniting. In contrast, the pockets towards the region between 
the exhaust and intake valve on either side contribute little to nothing to the critical mass despite their 
comparable size. 

Consequently, the location of the pockets of unburned mixture in the late combustion phase and 
hence the local flame propagation influences the amount of unburned mixture undergoing auto-ignition. 
For the same global burn rate, faster flame propagation perpendicular to the tumble plane (in D-direction) 
leads to lower consumption of unburned mixture in the direction of the tumble plane ()-direction). Thus, 
pockets of unburned mixture with a relatively slow auto-ignition process (between the exhaust and intake 
valve on either side) are consumed while pockets of high reactivity persist (in the direction of the exhaust 
valves and intake valves). The correlation found between @crit,max and ∆DFM̃P,0.0∘CA indicates that this
imbalance in flame propagation has already developed in the early combustion phase. Therefore, cycle-
to-cycle variations in the local early flame propagation influence the cycle-to-cycle variations in the auto-
ignition process. The early flame propagation, in turn, was previously found to be influenced by the 
tumble flow structure. 

Fig. 11. Auto-ignition progress ) ̃? for two different LES realizations. Left shows Cycle A, right Cycle B (see Table 
5). The time of individual knock onset is considered for the horizontal plane (see Fig. 6). The flame front defined 

by ) ̃ = 0.5 is visualized as a white iso-line. For ) ?̃ ≥ 0.95, colors are defined, and the values below are black. The 
view is in the direction of the cylinder head. Locations of the valves and the spark plug are illustrated for 

orientation. The dash-dotted line indicates the tumble plane. 
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6. Conclusions
In this work, the influence of cycle-to-cycle variations on knocking combustion initiation of a TRF+E 
surrogate fuel is investigated in a multi-cycle LES study. The LES results are validated against experi-
mental observations, showing good agreement in capturing combustion and auto-ignition quantities, 
both in terms of main trends and cycle-to-cycle variations. In particular, the circumferential distribution 
of the auto-igniting mass predicted by the LES is identified as a good indicator of the experimentally 
determined knocking combustion initiation directions. Furthermore, the LES data is employed to inves-
tigate the cause-and-effect chain of knocking combustion initiation, which involves flow, combustion, 
and auto-ignition. Here, global and local correlation analyses are performed to assess the influence of 
flow structures on flame propagation and the auto-ignition process. The main findings are summarized 
as follows: 

• The tumble position influences the local early flame propagation.
• The overall burn rate of an individual cycle is determined by the early combustion phase.
• The local early flame propagation perpendicular to the tumble plane correlates with the auto-

igniting mass.
• The location of the pockets of unburned mixture in the late combustion phase is already decided

by the imbalance of the early flame propagation direction.
• The reactivity and thus the auto-ignition progress within these pockets of unburned mixture var-

ies.
• With that, the local flame propagation determines the local and global auto-igniting mass.

In summary, this study advances the understanding of knocking combustion initiation of surrogate fuels 
for operating conditions at the knock limit. The investigation of the cause-and-effect chain shows that 
cycle-to-cycle variations in the large-scale flow structures influence the local early flame propagation. 
The early combustion in turn influences the global burn rate. In the late combustion phase, the local 
flame propagation determines the subsequent local and thus the global auto-ignition process. 

This shows that the downstream engine processes are influenced by upstream factors. For en-
gine development, this finding suggests that a reduction of the knocking combustion tendency may be 
achieved by measures such as adjusting the in-cylinder flow. In this context, the investigation of further 
operating conditions or different fuels represents an interesting direction for future studies. 
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Abstract. The penetration of renewable energies in island environments poses a series of challenges such as 
stability, demand response and guarantee of supply, among others. Throughout this work we will study the current 
conditions of electric energy demand in Gran Canaria and its electric production system. Based on the data and 
characteristics of the different combustion energy production equipment existing in the two power plants of Gran 
Canaria, a tool will be proposed to optimize the energy production system using combustion technology (non-
renewable) and combine it with energy production using renewables that meet the expectations in terms of dynamic 
response, safety, scalability and integration with renewable energy systems, reduction of GHGs and reduction of 
production costs. This tool will be based on operational research, mathematical optimization methods, specifically 
on the simplex algorithm and the generalized reduced gradient (GRG) and will propose the different existing com-
binations in order to achieve energy production that satisfies the demand, minimizing fuel consumption and green-
house gas (GHG) emissions, optimizing the power available in Gran Canaria. 

1. Introduction

In previous studies such as, [1] and more recent ones such as [2], various scenarios are proposed that allow studying 
the transition and challenges faced by an island generation system in the implementation of a more sustainable 
generation and in parallel a promotion of a greater penetration of renewable energies with guaranteed supply [3]. 
On the other hand, and to mitigate the problems arising due to the weak or non-existent connectivity of the island 
energy systems [4], energy storage systems are proposed, [5], within which in the Canary Islands the implemen-
tation of Energy Storage Systems by hydroelectric pumping has been proposed [6] of which the PHE project 
"Chira-Soria" stands out as one of its greatest exponents. This system and its integration into the island energy 
system has been studied by [7], concluding that its implementation would maximize the integration of renewable 
energies, but detecting the need for the development of an advanced tool for the optimal selection of systems in 
the island energy mix. The methodology used in the analysis of generation in power generation systems has been 
studied at the continental level [8] or [9] or at the island level [10], by means of tools such as the Hybrid Optimi-
zation of Multiple Energy Resources (HOMER) model [1], which however does not consider other scenarios such 
as existing systems or the use of other types of renewable or lower emission fuels applied in conventional genera-
tion systems [2]. The objective of this work is to establish a tool that relates all the variables of energy production 
through thermal systems, minimizing costs and emissions and covering the energy demand that cannot be covered 
by energy production through renewables. For the application of this study, the 2021 energy data of the island of 
Gran Canaria and its generation system have been available [2]. This tool will optimize the energy production 
system using combustion technology (non-renewable) and combine it with energy production using renewables 
that meet expectations in terms of dynamic response, safety, scalability, and integration with renewable energy 
systems. The achievement of the objective will be based on operational research, mathematical optimization meth-
ods, namely the simplex algorithm [11] and the generalized reduced gradient (GRG) applied in various domains 
[12] and the different existing combinations will be proposed to achieve energy production that meets the demand
while minimizing fuel consumption and greenhouse gas (GHG) emissions. As an application and validation of the
model, it has been applied to the case of the electricity system of the island of Gran Canaria.
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2. Methodology

The methodology followed for the achievement of the possible operational improvements sought in the energy 
generation process has been outlined in Figure 1:  

Figure 1. Methodology. 

3. Results and discussion.

3.1. Application of the tool to minimize hourly emissions of energy production equipment. 

The developed tool is applied. It is analyzed 24 hours a  day on August 17, 2021, the day  when the highest annual 
energy demand occurred at 2:53 p.m., with 529.0 MW of instantaneous power. In this case, as already indicated, 
the tool seeks to minimize GHGs. As a result of this application, in the 24 hours we have a combination of power-
producing equipment that makes emissions as low as possible, meeting the energy demand. The following graph 
shows, among others, the "GHG" curve that indicates the actual emissions produced during the 24 hours and the 
"GHG Minimized" curve, emissions produced by the best combination of equipment based on the restrictions and 
methodology established by the tool.   

Figure 2. GHG emissions. 

The algorithm established a new combination (it exclusively chose combined cycle technology for energy 
produc-tion), which decreases emissions in 24 hours by 388.0 tCO2eq, (8.83%). In Figure 2, in addition to 
representing the two curves: "GHG", which are the actual emissions produced on August 17, 2021, and "GHG 
Minimized", which represent the emissions that would have occurred on August 17, 2021 if the combination of 
equipment proposed by the algorithm to minimize GHGs had been used,  The "GHG for Minimized cost" 
curve is also represented, which indicates the GHG emissions that would have occurred on August 17, 2021 if 
the combination of equipment proposed by the algorithm had been used to minimize costs. As will be seen in 
the corresponding section, cost minimization involves another combination of different equipment and therefore 
a different GHG production. This new combination of technologies results in a 24-hour decrease in  GHGs by 
338.3 tCO2eq (7.61%).  
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3.2. Application of the tool to minimize energy production costs 

The developed tool is applied. In the case of the logarithmic objective function, coherent results are not obtained 
and it is not applicable to the system followed, so we will work with the potential objective function that did give 
good results. It is analyzed 24 hours a day on August 17, 2021, the day when the highest annual energy demand 
occurred at 2:53 p.m., with 529.0 MW of instantaneous power. In this case, as already indicated, the tool seeks to 
minimize the economic cost of energy production equipment depending on the installed power and/or production 
demanded. As a result of this 24-hour application, a combination of power-producing equipment is produced that 
makes the economic cost as low as possible while meeting the energy demand. The following graph shows, among 
others, two curves that indicate the real costs during the 24 hours and the costs established by the tool, algorithm, 
with its new combination of producing equipment. 

Figure 3. Economic costs. 

The algorithm established a new combination (it chose the combined cycle and two-stroke diesel engine 
technol-ogies for energy production), which decreases the cost in 24 hours by €56,015.3, (10.48%). Figure 3, 
in addition to representing the "Cost" curves, which are the actual costs incurred on August 17, 2021, and the 
"Cost Mini-mized" curves, which represent the costs that would have occurred on August 17, 2021 if the 
combination of equipment proposed by the algorithm had been used to minimize them, the "Cost to 
Minimized GHGs" curve is also represented", which indicates the economic cost that would have occurred on 
17 August 2021 if the combi-nation of equipment proposed by the algorithm had been used to minimize 
GHGs. As seen in previous sections, GHG minimization involves another combination of different equipment 
and therefore another production of dif-ferent costs. This new combination of technologies means a reduction in 
costs in 24 hours by €49,255.3, (9.10%). 

4. Summary of applied methods

With all this, it is obtained, in summary, that the maximum daily cost savings in fuels in power production plants can 
be estimated for the day studied of approximately €85,000, if we choose exclusively to minimize the cost. And it has 
been obtained that the maximum daily decrease of GHGs in power production plants can be estimated to be 
approximately 388 tCO2eq for the day studied, if we choose exclusively to minimize GHGs as shown in Table 1.  

Table 1. Result of GHG and Cost estimates for August 17, 2021 for different combinations of technologies. 

Algoritmo Real data  
Real Combination of Technologies 
simulated with the algorithm  

Combining technologies for 
get the Minimized Cost  

Combining technologies for 
obtain the  Minimized GHG 

amount amount 
% Difference 
 from Actual 

amount 
% Difference 

 from Actual 
amount 

% Difference 
 from Actual 

GEI (tCO2eq) 4.781,0 4,828.3 0.979 4,442,7 7.616 4.393,0 8.833 
Coste (€) 590.416,9 592,532.9 0.357 534,401.6 10.482 541.161.7 9.102 

5. Conclusions

The algorithm represents a valid tool for the management of production equipment, offering the best combination 
of these equipment for the best optimization of the variable under study. For the particular case analyzed, 24 hours 
on August 17, 2021, it can be summarized that the algorithm, tool, shows that there is an undoubted solution for 
the optimization of costs and a different solution for the reduction of GHGs. Both greatly improve the results of 
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the equipment mix adopted by the production company. On the other hand, it has also served to seek a third 
compromise solution, consisting of one that encompasses the two joint optimizations, cost and GHG, resulting in 
a better compromise solution than the one applied by the producing company. This solution consists of another 
combination of equipment that provides the lowest economic cost, the Minimized COST curve represented in 
Figure 3, and which almost equals the combination of equipment that minimizes GHGs the most, being slightly 
above this minimum, the GHG curve for the Minimized COST represented in the one represented in Figure 2.  and 
being well below the GHGs produced by the solution adopted by the producing company. With this algorithm and 
this methodology, it has been possible to solve the double problem posed, with Operations Research being the step 
prior to programming. Thanks to this mathematical tool, we have been able to understand how to develop our 
problem with continuous variables and linear constraints. It is true that, when it comes to solving these problems, 
other methods that can be applied analytically or graphically have been used. Possibly, the graphical method is 
one of the fastest and clearest methods when it comes to executing them, but it has the disadvantage that it can 
only be used when the problem has two variables and this situation in real life is almost impossible. That's where 
much of the relevance of both methods comes from. With this algorithm, we have been able to verify that, even if 
the number of variables is high, we will always obtain, if the problem has one, an optimal value. Therefore, we 
can conclude that thanks to the Simplex and GRG methods we can find an answer to the decision-making process 
because they always choose the sweet spot that gives the best value to the objective function. 

Funding: This research was cofunded by the INTERREG V-A Cooperation, Spain–Portugal MAC (Madeira-
Azores-Canaries) 2014–2020 program, MITIMAC project (MAC2/1.1a/263). 
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1. Introduction
Calibration and optimisation of engine performance criteria such as fuel consumption and emissions 
continue to be an active area of research. The demand for robust calibration procedures is driven by a 
landscape of emissions validation standards such as Real Driving Emissions (RDE), which dramatically 
increase the range of conditions under which emissions are tested. Complexity is added by the compet-
itive nature of these objectives (e.g. fuel consumption and Nitrogen Oxide emissions) and the procedure 
becomes a Multi-Objective Optimisation (MOO). 

One approach to the MOO problem is to construct an empirical model of each objective according 
to key inputs and control parameters [1]. The advantage is that the model may be constructed directly 
from data collected under realistic operation, with key control parameters varied for a fixed transient that 
covers an area of the dynamic operating space. This may reduce the experimental burden compared to 
a steady-state approach.     

The success of the model-based approach is contingent upon the selection/generation of this fixed 
transient. and thus is an open area of investigation. Approaches include decomposition of cycles into 
ñmicro-tripsò: snippets of driving behaviour that connect two periods of engine idle [2]ï[4]. Other ap-
proaches generate bespoke signals, such as the use of Markov-Chain models that include vehicle ve-
locity / acceleration as states [5], [6]. For purposes of engine characterisation, speed and torque profiles 
are necessary inputs. As such, other approaches seek to generate cycles which uniformly cover an 
engineôs dynamic speed-torque envelope [7]. In the original MOO optimisation work [8], an expertised 
basis is used to select a 2-minute sequence of the WLTC cycle for model characterisation. This se-
quence is chosen for its properties of being: 

1. ñCharacteristicò: sweeping a broad area of the speed-load map in a manner that is representative
of real usage conditions.

2. ñDifficultò: contributing substantially to a minimisation objective such as cumulative NOx.

In the following work a framework is developed for metricising these two qualities for sequences of 
data collected under more varied driving conditions, including RDE. The resulting approach uses the 
Wasserstein Distance between a subsequenceôs speed-torque distribution and that of its parents cycle 
as a metric of characteristicness. Difficulty is represented as the cumulative sum of instantaneous ob-
jective values taken over the length of a sequence. The trade-off between these measures is established 
for all candidate sequences to establish their relationship as a function of sequence length.  

2. Defining ñCharacteristicò and ñDifficultò Driving Sequences
In this work, the ñcharacteristicnessò of a sub-sequence 𝐪𝐪 drawn from a drive cycle 𝐩𝐩 is represented by 
their Wasserstein Distance 𝒲𝒲 𝑃𝑃ȟ𝑄𝑄 , otherwise known as the ñEarth-Moverôs Distanceò. 𝑃𝑃 𝑁𝑁ȟ𝑇𝑇  and 
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𝑄𝑄(𝑁𝑁,𝑇𝑇) are the respective speed-torque probability distributions of 𝐩𝐩 and 𝐪𝐪, and so  𝒲𝒲(𝑃𝑃,𝑄𝑄) is a meas-
ure of statistical similarity. The Wasserstein Distance is given by: 

𝒲𝒲(𝑃𝑃,𝑄𝑄) =  ���Θ𝑢𝑢𝑢𝑢
∗

𝑛𝑛𝑛𝑛

𝑣𝑣=1

𝑛𝑛𝑛𝑛

𝑢𝑢=1

𝐂𝐂𝑢𝑢𝑢𝑢�
1/2

Where Θ𝑢𝑢𝑢𝑢
∗  is the optimal transport plan which minimizes the distance 𝐂𝐂𝑢𝑢𝑢𝑢 moved by a unit of prob-

ability mass from the 𝑢𝑢th value of 𝑃𝑃 to the 𝑣𝑣th value of 𝑄𝑄. This plan is obtained via linear programming, 
subject to the constraint that all probability mass in 𝑃𝑃 is moved to 𝑄𝑄. Wasserstein Distance assumes a 
value between 0 and 1, where lower values connote similar distributions. In this work a maximization 
objective termed the Wasserstein Similarity 𝒮𝒮 = 1 − 𝒲𝒲 is introduced for consistency of metrics. 

 “Difficulty” of a sub-sequence in optimization is determined by its relative contribution to a minimiza-
tion objective that accumulates over the cycle from which it is sampled. If a sub-sequence 𝐪𝐪 has a start 
time 𝑡𝑡0 and end time 𝑡𝑡𝑞𝑞 then the “Intensity Metric” that measures its relative contribution is: 

ℐ(𝑞𝑞) =
∑ 𝑦𝑦(𝑡𝑡)𝑡𝑡𝑞𝑞
𝑡𝑡=𝑡𝑡0

𝑌𝑌𝑝𝑝
Where 𝑦𝑦(𝑡𝑡) is the instantaneous value of the objective function such as Nitrogen Oxide (𝑁𝑁𝑁𝑁𝑥𝑥) emis-

sions at sample time 𝑡𝑡 within the sub-sequence 𝑞𝑞. This objective is summed over the duration of the 
sub-sequence and taken as a fraction of 𝑌𝑌𝑝𝑝, the cumulative sum of the same objective over the full drive 
cycle. Sub-sequences that maximize ℐ(𝑞𝑞) are considered difficult “problem areas” within an existing 
engine calibration, and so are considered strong candidates for transients upon which to base the engine 
model.  

3. Applying Metrics to All Sub-Sequences of Real Driving Data
As a demonstration, the previously introduced metrics have been applied to 100 minutes of real driving 
data collected by HORIBA MIRA Ltd, generated by driving a passenger vehicle instrumented with a 
HORIBA Portable Emissions Measurement System (PEMS) around Nuneaton, UK. The route satisfies 
RDE validation criteria including 𝑣𝑣𝑎𝑎𝑝𝑝𝑝𝑝𝑝𝑝[95]: a limit on the 95th percentile of the velocity-acceleration prod-
uct. Measurements include torque demand, engine speed and instantaneous engine-out 𝑁𝑁𝑂𝑂𝑥𝑥 emissions 
in g/s, all sampled at a frequency of 10Hz.  

Fig. 1: Engine speed trace of driving data generated according to RDE specifications (top), The Wasserstein Sim-
ilarity for every 500s subsequence taken  (middle), The Intensity Metric for every 600s subsequence (bottom) 
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A sliding window analysis is conducted to extract all subsequences of length 𝑙𝑙𝑞𝑞 = 600 seconds from 
the drive cycle, whose engine speed trace can be seen in the upper plot of Fig. 1. The metrics 𝒮𝒮 and Ꞌ 
are computed for every sub-sequence 𝒒𝒒 extracted by the sliding window and plotted as time series 
(middle and bottom of Fig. 1). Note that these time series are each 600s shorter than the drive cycle, 
ending at the start time 𝑡𝑡π of the final sub-sequence. 

Highlighted for each signal is the sub-sequence that maximizes each metric. Ꞌ𝓂𝓂𝓂𝓂𝓂𝓂 coincides with a 
ramp to high speed-load under extra-urban conditions, an operating point that is correlated with high 
Nitrogen Oxide emission rates. 𝒮𝒮𝓂𝓂𝓂𝓂𝓂𝓂 coincides with a series of rapid transients that oscillate between 
engine idle and various speed points, covering a wide area of the engine operating space in a short 
duration.  

3. Assessing Trade-Off Of Metrics For All
Subsequences
Fig. 2 extends the visualization to include subse-
quences for all 𝑙𝑙𝑞𝑞 in the range 1-100 minutes. For each 
of the heatmaps, warm colors represent subse-
quences that maximize each metric, valid only for 
points on the upper diagonal. In the right heatmap the 
intensity metric is scaled by the length of each subse-
quence, so that both long and short sequences may be 
compared. Thus, the trade-off Ꞌ and 𝒮𝒮 may be as-
sessed for all possible subsequences. 

Longer sequences that cover both the urban and 
extra-urban halves of the cycle account for most of the 
variation in speed-load, and so maximize 𝒮𝒮. By con-
trast, the subsequences in the latter portion of the cy-
cle contributes most to 𝑁𝑁𝑂𝑂𝑥𝑥 due to the prevalence of 
high speed-load conditions and maximize. Thus the 
strong competition between Ꞌ and 𝒮𝒮 for a range of sub-
sequence lengths is demonstrated.  

A non-dominated sorting of all subsequences is 
used to ascertain a pareto front with respect to both Ꞌ 
and 𝒮𝒮. The pareto-optimal subsequences are pre-
sented in Fig 3 according to their starting position and 
length. Among the available solutions, shorter samples 

Fig. 3: Plot of start times and durations that most 
effectively trade-off similarity and intensity. 

Marker size corresponds to the magnitude of Ꞌ 
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Fig. 2: Heat map of Wasserstein Similarity and NOx Intensity for all sub-sequences with duration between 1 and 
100 minutes. 
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(1-2 minutes) in the latter portion of the cycle prefer ℐ (denoted by larger  marker size) and are concen-
trated around extra-urban transients. A cluster of 8-16 minute samples that balance both metrics consist 
of medium-speed transients that transition between each half of the cycle. Longer samples beginning 
earlier in the cycle and covering much of its duration prefer 𝒮𝒮, an intuitive result.  

4. Discussion
By applying the two Wasserstein and Intensity-based metrics to all subsequences of an RDE-
representative cycle, the ability to extract transients that are both characteristic and difficult is assessed. 
Due to the RDE cycle being constructed of multiple distinct operating modes, there are few single sub-
sequences <8 minutes in duration that are similar according to Wasserstein Distance. To achieve high 
degrees of similarity, more than 50% of the cycle is required, traversing multiple distinct portions of the 
cycle. Subsequences of this duration are not efficient for designing characterization experiments.    

If experimental limitations are strict and only ~2 minute transients may be used to train an optimiza-
tion model, the best selection may be those that maximise contribution to the objective instead, such as 
high-speed extra-urban transients which weigh heavily in favour of the Intensity metric. This reproduces 
the “expertised basis” used by Le Corre et al [8].  

Given the steep trade-off of the two metrics introduced, a potential next step of this work is to choose 
cycles that maximise each metric respectively and perform model based optimization using each. In 
doing so, their respective effect on the final calibration when validated upon longer drive cycles may be 
measured. This will therefore assist in deciding whether characteristic or difficult transients produce 
better calibrations in general.  

The existence of a steep trade-off between the two metrics also reflects the heterogeneous nature of 
driving behaviour within a validation standard such as RDE. A further extension to the methodology may 
involve analysis of “combined transients”, taken from various stages of a cycle in a similar manner to 
Markov Chain methods.   
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Abstract. The present study numerically investigated two variable valve actuation (VVA) strategies ï 
early intake valve closing (EIVC) and second exhaust valve re-opening (2EVO) with a large bore marine 
engine operating under natural-gas/diesel RCCI mode. A fully calibrated and validated 1D engine model 
was utilized for VVA simulation via commercial software, GT-Power. In order to capture RCCI combus-
tion behaviour on VVA, a physic-based chemical kinetic multizone model (UVATZ) was directly coupled 
with GT-Power. The simulation results revealed that EIVC and 2EVO could control combustion phase 
and extend load range to some extent by controlling in-cylinder thermal condition right before the com-
bustion initiates. EIVC retards combustion phase by decreasing compression temperature while 2EVO 
advances combustion onset by increasing in-cylinder temperature by trapping hot residual gases. 

1. Introduction
Reactivity-controlled compression ignition (RCCI) is a promising option for maritime decarboni-

zation, offering over 50% thermal efficiency and ultra-low emissions of NOx and soot [1]. This is achieved 
through lean combustion, rapid heat release, reduced heat rejection, and low combustion temperatures 
[1]. RCCI, a dual-fuel concept, can adapt to various zero-carbon fuels and is controlled by thermo-kinetic 
reactions and in-cylinder fuel stratification. Despite its advantages, RCCI faces challenges in real-world 
implementation due to limited load range, combustion stability, difficult transients, and poor exhaust 
thermal management [2]. Adjusting blend ratios or pilot injection timing can mitigate some issues, but 
RCCI remains sensitive to in-cylinder thermodynamic conditions, especially intake valve closing tem-
perature. Variable valve actuation (VVA) enables ultra-efficient RCCI operation by regulating in-cylinder 
thermodynamic conditions flexibly [3]. This research examines two VVA strategies: EIVC and 2EVO and 
their impact on combustion using 1D engine simulation with a predictive multizone, kinetic-based com-
bustion model. 

2. Methodology ï 1D engine simulation with multizone model (MZM)
The study is based on single cylinder version of a large bore medium speed marine engine. The engine 
specifications are presented in Table 1. 

Table 1. Specifications of research engine and simulation condition 

Engine Wªrtsilª 31 DF 
Displacement & nominal speed 32.45 L & 720 rpm (4-stroke) 
Stroke / bore 1.39 
High reactivity fuel (HRF) nC12H26 (ISO 8217 LFO) I Direct-injection 
Low reactivity fuel (LRF) Natural-gas (MN=80) I Port-injection 
Valvetrain Four valves with swirl & tumble ports 
Reference operating point 50% load I 0.108 (m/m) HRF/LRF I 49 AFR 

Since there is no commercial predictive combustion model for RCCI, a physic-based chemical kinetic 
multizone model (MZM) was utilized. In-house MZM code, known as UVATZ was originally developed 
by Vasudev et al. [1]. The UVATZ conceptual framework is illustrated in Figure 1 which is coupled with 
a one-dimensional (1D) engine model. The initial engine model was developed by Wªrtsilª. Its general 
assumptions are listed in Table 2. 
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Table 2. Governing assumptions of in-house MZM (UVATZ) 

Source code C++ & Cantera (thermo-kinetic library) 
Reaction 
mechanism 

Yao et al. [4] 

Zonal configuration Onion-skin (BL zone + crevice zone) 
Interzonal mixing Diffusion-based, 

predictive turbulence model 
Wall heat loss Chang et al. [5]; zone dependent 
Simulation time < 3.5 min / cycle (coupled with GT) 
HRF stratification Generated from CFD simulations 

Fig. 1. 1D engine model coupled with in-house MZM (UVATZ) 

Figure 2 depicts how two models are coupled. From the perspective relevant to the present 
study, GT-Power handles airpath dynamics and gas exchange process during open cycle (IVO to IVC 
and EVO to EVC). It enables accurate estimation of in-cylinder conditions at IVC, while changing the 
valve profiles. UVATZ handles the combustion progress and emission calculation in the closed loop 
cycle (IVC to EVO), which affect the residual mass temperature and composition. The coupled simula-
tion runs for several cycles until convergence in IMEP and CA50 is reached. The engine model was 
calibrated and validated with experimental data by Kakoee et al. [6]. The model presented less than 2% 
error in terms of in-cylinder/ air-path pressure and performance parameters. A mid-load RCCI operating 
point (where the model was calibrated) was used as reference for the present variable valve actuation 
study. 

Two VVA strategies was investigated as shown in Figure 3. EIVC was realized by advancing 
IVC timing while maintaining IVO timing and exhaust profile. Three different IVC timings were examined 
by shifting -10/-20/-30 CAD from the baseline as shown in Figure 3-(a). 2EVO was implemented by re-
opening exhaust valves during intake stroke as shown in Figure 3-(b). The opening duration was main-
tained (100 CAD) but the maximum lift was only varied to adjust hot residual fraction. During VVA sim-
ulation, only valve profiles were varied. The other parameters such as injection timing, amount of each 
fuel, and boost remain unchanged. 

Fig. 3. Simulated VVA profiles: (a) EIVC; (b) 2EVO 

Fig. 2. Coupling methodology between GT-
Power and MZM [6] 
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3. Simulation results and discussions

3.1 Effect of EIVC 

Figure 4 shows simulation results of EIVC. With advancing IVC timings, peak of in-cylinder pres-
sure (Pmax) was reduced. It is mainly attributed to low effective compression ratio where compression 
pressure and temperature are decreased as shown in Figure 4-(a). In addition, low compression tem-
perature leads to long ignition delay which could promote premixed combustion. However, CA50 is re-
tarded due to delayed combustion onset due to low in-cylinder temperature. This relationship is clearly 
visible in Figure 4-(b). This also partially contributes to reducing peak of combustion pressure. However, 
IVC-30 incurs misfire since too low in-cylinder temperature is not able to initiate chemical reaction. For 
this reason, IVC modulation should be carefully implemented under safe boundary. 

EIVC is more effective at high load where there is high temperature margin instead of low and 
mid load. In addition, the reduced Pmax and delayed combustion by EIVC allow to increase engine load 
further without exceeding Pmax limit. However, EIVC results in trapping less fresh charge by a short 
intake duration. In order to provide enough oxygen for high load operation, additional boost is necessary 
to maintain same lambda. 

Fig. 4. Simulation results of EIVC: (a) in-cylinder pressure (Pcyl) and rate of heat release rate (ROHR); (b) temper-
ature at IVC (Tivc) and CA50 

3.2 Effect of 2EVO 

Figure 5 presents simulation results of 2EVO. Unlike EIVC, 2EVO increases Pmax as shown in 
Figure 5-(a). This is associated with increasing in-cylinder temperature. During 2EVO, there is backflow 
from exhaust to combustion chamber due to high back pressure (Pex>Pin). This backflow allows to trap 
hot exhaust gases, known as internal EGR. The trapped hot exhausts gases elevate in-cylinder temper-
ature directly. The higher lift admits more backflow and raises in-cylinder temperature (Tivc) as shown in 
Figure 5-(b). In the end, this triggers early ignition and advances combustion phase (CA50) so that Pmax 
is increased. 

Similar to EIVC, 2EVO also reduces intake fresh charge since the backflow suppresses incom-
ing fresh charge during intake stroke. For this reason, this strategy is applicable at low load where there 
is less oxygen demand and could improve combustion capability suffering from relatively low in-cylinder 
thermal status. The improved combustion behaviour could reduce methane slip by improving combus-
tion efficiency. Also, low trapped air mass could increase exhaust temperature due to reduced heat 
capacity effect [7] which is beneficial to increase conversion efficiency of aftertreatment system at low 
load operation. 

659



J. Kim, A. Kakoee, J. Hyvonen, M. Mikulski

Fig. 5. Simulation results of 2EVO: (a) in-cylinder pressure (Pcyl) and rate of heat release rate (ROHR); (b) tem-
perature at IVC (Tivc) and CA50 

Conclusions 
Two VVA strategies, EIVC and 2EVO were numerically examined with a large bore medium 

speed marine engine platform operating under natural-gas and diesel RCCI mode. The numerical sim-
ulation was conducted with GT-Power coupled with in-house multizone model (UVATZ). The multizone 
model is essential in this research to predict and capture RCCI combustion behavior with varying in-
cylinder thermodynamic conditions by VVA. Both VVA strategies could be effective measures to control 
combustion and load extension by adjusting in-cylinder thermodynamic conditions. EIVC reduces in-
cylinder temperature by reducing effective compression ratio which delay ignition and combustion. The 
reduced Pmax and pressure rise rate can be used for high load extension. 2EVO increases in-cylinder 
temperature by trapping hot exhaust gases which promote ignition and advance combustion onset. The 
capability to improve combustion is beneficial for low load operation/ extension. The additional benefit 
is low methane slip and better exhaust thermal management.  

Future works 
Since the current study was carried out numerically, further experimental verification is required. This 
will be considered with an electronic-hydraulic valve actuation (EHVA) system in on-going research. 
Furthermore, systematic optimization will be performed for efficient RCCI operation. 
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Abstract. Using CNG (compressed natural gas) as an automotive fuel has many benefits, however, due 
to its seasonal fluctuations in demand, is problematic in exploitation, as the pipeline networks do not 
operate in steady conditions and gas pressure must be reduced for the needs of distribution. The com-
monly performed method to compensate for it requires additional energy (used compressors are pow-
ered by external energy sources). The investigated compression station uses a reciprocating compres-
sor driven by the energy of compressed gas taken from a medium or high-pressure transmission 
pipeline. After the compression work has been performed, gas from the compressor is directed to the 
low-pressure distribution pipeline, and compressed gas is stored in pressure tanks. During periods of 
increased gas demand the stored gas is expanded and directed to the transmission pipeline.  The com-
pression storage expansion installation is located at the network reduction station. It concerns the nat-
ural gas buffering system, i.e. eliminating temporary drops or surpluses in consumption from the net-
work. By using dedicated boosters, it is possible to compress a certain volume of gas into storage 
energy-free (only the energy of the expanded gas is re-used). The stored compressed gas can be issued 
through a measuring distribution set directly as a CNG fuel for propulsion. It has already been done by 
the CERRAD group in Starachowice, Poland, where it successfully refuels approx. 40 CNG forklifts per 
day. The cost of such refuelling is limited to the costs of installation depreciation and minor services, but 
no electricity is needed. Hence, the carbon footprint of such a system is minimal.  

In parallel, the new branch of investigation is to adjust the system to be used with compressed air to 
power pneumatic engines for light vehicles, for moving short distances (e.g. forklifts for unloading in 
closed warehouses). The method requires large-volume storage tanks or frequent refuelling, but is of 
high interest, as it could completely nullify the emission of greenhouse gases. 

1. Introduction

Using CNG for propulsion offers numerous benefits, particularly in reducing environmental im-
pact and improving economic efficiency. CNG combustion produces fewer greenhouse gases compared 
to conventional fuels, significantly lowering carbon emissions and contributing to cleaner air thanks to a 
reduction in ozone formation potential and maximum incremental reactivity. Specifically, CNG produces 
much smaller amounts of ozone during the chemically reactive process, even at similar non-methane 
organic gas levels, which is a crucial factor in reducing smog and improving air quality. [1] It is also more 
cost-effective, offering substantial savings in fuel expenses. Moreover, CNG has a high octane rating, 
which enhances engine performance and efficiency [2]. These advantages make CNG a viable alterna-
tive fuel for various vehicles, promoting sustainable and economically sound transportation solutions.  

Compensating for fluctuations in natural gas consumption by network users ensures the smooth 
operation of gas distribution systems and reduces the load on gas pumping infrastructure. Utilizing the 
energy from expanded gas to compress CNG fuel can significantly lower energy consumption in facilities 
with gas installations. The proposed innovation addresses the challenge of periodic exceedances of 
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contracted gas volumes in companies. This solution involves constructing installations that balance gas 
consumption (compressed gas storage), particularly for enterprises facing issues with fluctuating con-
sumption from the transmission network. Implementing such a system within a company's operations 
can stabilize gas usage. Given the current technical limitations of gas transmission networks present in 
central European countries, maintaining a consistent gas consumption level is the primary technical 
challenge. Avoiding periodic surges in usage is crucial to prevent exceeding network capacity and caus-
ing excessive pressure drops. The proposed technological system harnesses the potential energy of 
expanded gas from medium or high-pressure transmission networks. This system compresses and 
stores a separated gas stream as CNG, which is then utilized during peak consumption periods. The 
approach is particularly beneficial for handling momentary and periodic consumption spikes associated 
with technological processes or refuelling CNG vehicles.  

In the present socio-political situation, the embargo on Russian gas has imposed additional 
constraints on natural gas transmission networks available to the industry. [3] Sudden increases in con-
sumption can lead to pressure drops below acceptable levels, causing technical issues for all users and 
financial penalties for excessive consumption. Traditional methods of refuelling CNG vehicles often re-
sult in periodic consumption spikes, which can exacerbate fluctuations in gas usage within global trans-
mission networks. The solution outlined in this documentation addresses these fluctuations effectively. 
Implementing this technology has significant global market potential, as many enterprises face chal-
lenges related to stabilizing gas consumption from the network. 

2. Proposed technological solution

To face the inconveniences, a new technological solution has been invented and applied. The 
method enables energy-free compression and storage of the compressed gas, especially in dispersed 
end zones of the transmission pipelines, where the gas pressure drops caused by the increased gas 
demand most often occur, assuring the correct operation of the gas network. At reduction stations, there 
are technical conditions for installing boosters that do not require external energy to drive them. The 
operating condition is the continuous receipt of gas into a medium or low-pressure gas pipeline. The 
working principle is similar to that of a pressure intensifier.  

In the Fig. 1, the technological layout of the proposed installation can be seen. The numbers 
signify as follows: 1- transmission pipeline; 2, 6, 7, 8, 13, 15, 16, 18 – pipelines; 3 - network reduction 
station; 4 - distribution pipeline; 5- double-acting reciprocating compressor; 9- storage tank; 10- pipeline 
(for dispensing compressed gas as CNG fuel); 11- pressure reduction model; 12- measuring-distribution 
set; 14- gas liquefaction module (in the version of the natural gas liquefaction installation, which also 
includes a gas purification and cooling unit, based on the Joule-Thomson effect); 17- low-temperature 
storage tank; 19- evaporator; 20- measuring distribution set. 

Fig. 1. Technological layout of the installation [4] 

662



Energy-free compression and storage system of natural gasé 

The operational method of an installation designed to compensate for fluctuations in gas de-
mand within natural gas networks is: initially, natural gas is transported via a medium or high-pressure 
transmission pipeline (1), typically at pressures 3- 8MPa. The gas is then diverted to a network reduction 
station (3), where its pressure is reduced to below 0.35MPa before being directed into the distribution 
pipeline (4). Additionally, gas from the transmission pipeline (1) is routed to a double-acting reciprocating 
compressor (5). In this setup, a portion of the gas acts as a working medium; during its expansion, it 
compresses the remaining gas, which is typically pressurized to above 20MPa, most commonly 20- 
25MPa. The expanded gas is channeled into the distribution pipeline (4), while the compressed gas is 
stored in a storage tank (9) comprising parallel-connected pressure cylinders. During periods of in-
creased gas demand, the compressed gas from the storage tank is routed through a pressure reduction 
module (11) back into the transmission pipeline (1). Alternatively, this compressed gas can be dispensed 
as CNG fuel via a measuring distribution set (12) or directed to a gas liquefaction module (14). In the 
liquefaction module, part of the gas is expanded using the Joule-Thomson effect, and the rest of the 
reduced-pressure gas, after the compression work has been performed, is directed to the distribution 
pipeline (4). The liquefied gas is directed to the low-temperature storage tanks (17). When gas demand 
spikes, liquefied gas from the storage tanks is evaporated (in 19) and redirected into the transmission 
pipeline. This liquefied gas can also be dispensed as LNG fuel through a measuring distribution set (20), 
providing a flexible and efficient method for managing gas demand fluctuations and ensuring a stable 
supply. [4] 

The solution concerns the natural gas buffering system, i.e. eliminating temporary drops or sur-
pluses in consumption from the network. By using boosters, it is possible to compress a certain volume 
of gas into storage without the need for additional energy (only the energy of the expanded gas is used 
for the compression), which can then be collected at increased consumption. In the Polish gas industry, 
where the invention is applied, this is a serious problem because increased gas consumption in weak 
networks causes a reduction in pressure, which in extreme cases may result in a periodic shutdown of 
the branch (the cut-off occurs in the reduction systems).  

3. Cost-benefit analysis

A cost simulation has been conducted, taking into account the current conditions at the 
CERRAD group disposition in Starachowice, Poland, and after three years of utilization of the device. 
When estimating the savings, it was assumed that electricity consumption at the CNG station was com-
pletely reduced, and all the energy needed to refuel vehicles would be provided by decompressed gas. 
To drive the compressors at the indicated CNG station, located next to the reduction station, the elec-
trical power requirement of 50-80kW (station capacity 500Nm3/h) was determined. With twenty hours of 
daily operation, the energy consumption will be approximately 1,200kWh and in a month 36.000kWh, 
which, at the price of PLN 1 (0,23ú) for 1kWh, for the compressor, means savings of PLN 21.600 (5000ú) 
per month, which directly translates into a reduction in the costs of CNG gas compression. An additional 
saving is the reduction of implementation costs. By using an innovative booster design, investment out-
lays for the construction of a CNG station will be reduced from approximately PLN 1.2-1.5M (277-347Kú) 
to PLN 200-280K (46-65Kú), and for its operation from approx. PLN 150K (35Kú) decreased to 
PLN 15-20K (2.3 to 3.4 Kú) /year. 

4. Future perspectives

The current research focuses on the potential of storing energy in compressed air, aiming to 
utilize the existing installation to compress air instead of gas. This compressed air could then be peri-
odically used to drive pneumatic engines in power generators or vehicles equipped with pneumatic en-
gines. The ongoing studies address the application of air compressed using renewable energy and en-
hanced by the technology, to power light vehicles such as golf carts. A key consideration for this 
application is the need for large-volume storage tanks, or composite tanks with high storage pressure, 
e.g. 700 bar (such as those currently used in hydrogen vehicles), as approximately 50 normal cubic
meters of air are required to generate just 1 kWh of energy. Nonetheless, it holds an interesting possi-
bility for ecological advancement.
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Abstract.  Energy transition drives rapid development in marine engine technology towards cleaner and 
more efficient low-temperature combustion concepts. Moving from conventional compression ignition, 
towards more control-challenging multi-fuel Reactivity Controlled Compression Ignition (RCCI) will in-
crease the calibration complexity drastically. To resolve this complexity, fast and predictive quasi-di-
mensional combustion models such as the UVATZ, used in this study, re-gain attention as rapid cali-
bration tools. The focus of the study is on thermal effects in diesel - natural gas RCCI engine by 
performing a close-coupling of the UVATZ combustion code with a finite element cylinder wall thermal 
solver of GT-Suite. The cylinder geometry and material data are based on the Wªrtsilª 31DF medium 
speed engine, and the data from a single cylinder research engine is used for model validation. Struc-
tural finite element method has been employed to calculate temperature loading on various engine parts 
such as cylinder head, piston section, liner, inlet and exhaust valves. All necessary boundary conditions 
have been adjusted according to coolant temperature (oil and water), material properties and geometry 
related aspects such as heat transfer coefficient and thickness. Postprocessing of results are according 
to the produced temperature data which were in contour format. Experimental thermal loading data are 
stored with specific equipment which corresponding points are selected from simulation data. Calibration 
of model is performed in combustion properties, engine outputs and thermal loadings. Results demon-
strate that combustion phasing are in high level accuracy with less than 1 CAD error in CA10 and CA50. 
Accordingly, engine output specifications such as power, torque, IMEP, efficiency and volumetric effi-
cacy are obtained with less than 3% deviation from where thermal loading on various parts also pre-
dicted with around 5% error.  

1. Experimental setup
The studied RCCI data validation stems from the Wªrtsilª Mono single-cylinder research engine

(SCRE) platform, mirroring the cylinder geometry of Wªrtsilª's 310 mm-bore dual fuel production en-
gines. Test rig has been equipped with positioned twin-needle injector housed within the high-pressure 
common rail fuel system. This optimization is tailored for the utilization of light fuel oil (LFO) as the high-
reactivity fuel (HRF) [1]. In RCCI injections, the smaller nozzle is utilized to enhance atomization of 
micro-injected quantities. Additionally, the narrow-cone injector tip facilitates reactivity stratification with 
early injection timings. Natural gas, employed as the low-reactivity fuel (LRF) in the test runs, is delivered 
through a multi-point gas injector positioned upstream of the intake valve. Notably, during dual-fuel 
mode, the smaller needle ensures precise delivery of minute pilot fuel doses, while the larger needle is 
exclusive to diesel-mode operation. The SCRE is equipped with a partially variable intake exhaust valve-
train. In contrast to a multi-cylinder engine, the SCRE doesn't incorporate a turbocharger, necessitating 
unique approaches to manage its charge air temperature and pressure. The comprehensive charge air 
system comprises two compressors, two buffer tanks, a charge air dryer, and two pressure-regulating 
valves. This setup is designed to control the charge air pressure and temperature effectively, stabilize 
airflow, and accurately simulate the exhaust system of a real production engine. High-frequency meas-
urements of in-cylinder pressure (averaged over 300 consecutive cycles with a resolution of 0.20 CA) 
and pressure in the head ducts, both upstream and downstream of the combustion chamber, are rec-
orded. Post-processing of pressure signals provides performance indicators such as indicated mean 
effective pressure (IMEP) and the crank angle of X% mass burned (CAX). Low-frequency measure-
ments include the consumption of individual fuels (monitored using a Coriolis flow meter and gravimeter 
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fuel balance for gaseous and liquid fuels, respectively), as well as receiver air. Furthermore, detailed 
thermal characterization of intake and exhaust ports, along with chamber surface temperatures of the 
piston top, liner, valves, and cylinder head, are documented for model validation purposes. Pentronic 
thermocouple K type has been used for component surface temperature measurement. Same thermo-
couple type, measurement depth and measurement principle considered for liner, flame plate (cylinder 
head) and piston top. Due to the large size of the pistons several thermocouples allocated consisting of 
eight thermocouples for cylinder head (flame plate), four for cylinder wall (liner), two of them in exhaust 
side and two for inlet side. Piston various temperature points has been measured by 16 sensors, Figure 
1. Exhaust and inlet valves temperature have been measured with three sensors at each valve type.
The results are transmitted by a telemetry system mounted on the piston alimented by battery. The
measurement has been done during cycles with a 10Hz frequency.

Figure 1 : Temperature sensor locations on various engine part and corresponding simulated thermal loads. 

2. Simulation method
The UVATZ (University of Vaasa Advanced Thermo-kinetic multi-Zone) model, recently developed

for in-cylinder combustion simulation, is utilized in this study, initially proposed by Vasudev et al. [2]. 
Specifically, it is tailored for natural gas and diesel-fueled RCCI combustion, accounting for key factors 
like fuel and thermal stratification, in-cylinder turbulence, IVC temperature, and residual burnt gas com-
position. This model comprehensively captures the complexities of low-temperature combustion con-
cepts driven by chemical kinetics. The UVATZ model employs 12 zones, including disc-shaped zones 
representing the cylinder head and piston boundary layers, and annular zones capturing bulk inhomo-
geneity. Heat loss to walls and interzonal heat and mass flows are modeled using established correla-
tions and gradient-based transport, with turbulence effects accounted for via a calibration constant, 
Chang et al [3]. Chemical reactions are handled using a mechanism accommodating 54 species and 
269 reactions, developed by Yao et al [4], with high reactive fuel (HRF), stratification described by a 
simplified injection model. The surrogate for HRF is nC12H26, low reactive fuel (LRF) is defined as a 
mixture between CH4 and C2H6. Further details of the governing equations and modeling assumptions 
are in the work by the A. Vasudev [2]. The entire model, implemented in C++, utilizes Cantera thermo-
chemical libraries and the CVODES solver, requiring approximately three minutes per closed cycle sim-
ulation on an Intel(R) Core (TM) i7-10850H CPU @ 2.70GHz processor. The airpath model in GT-Power, 
based on the Wärtsilä SCRE, includes a multiple pulse injection rate map-based direct injector and a 
four-valve rotational position-based valve train. It employs a non-predictive combustion model and sim-
plifies the gas supply system to a single injector component. Due to the absence of a turbocharger, the 
charge air system incorporates compressors, buffer tanks, a dryer, and pressure-regulating valves to 
regulate pressure and temperature, simulating a multi-cylinder engine's exhaust system and ensuring 
stable airflow [5]. The baseline airpath model undergoes calibration against experimental data from 40 
operating cases, utilizing a three-pressure analysis (TPA) in GT-Power, renowned for its accuracy in 
postprocessing in-cylinder pressure data, implemented in A.Kakoee et. al. [5]. Calibration results show 
deviations from the ideal line (y = x), indicating a 0.4 bar error in BMEP, 4 g/kWh error in break specific 
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fuel consumption, and ~1.7 CAD maximum error in combustion phasing (CA50). Additionally, the air 
mass flow rate deviates by 3%. Subsequently, six representative operating points from the calibration 
map were selected for model validation, both individually and in their coupled implementation [5]. A 
structured finite element method has been selected and adjusted to model heat transfer to various part 
of engine mainly, piston, cylinder head, cylinder wall(liner), valves and rings. In structural method the 
number of nodes and location of them is chosen by software. Material selection which consists of heat 
transfer specification have been adjusted for various mentioned parts. Comparison between experi-
mental and simulated results has been done in various engine loads, 530 kW, 451 kW, 404 kW, 272 kW 
and 133 kW. Figure 2,a illustrates ratio of experimental and simulations data for various engine parts in 
all mentioned engine loads. Each part highlighted with different colour. Since exhaust valve had higher 
temperatures than other parts higher deviations from normal line was also for this part and mainly for 
seat points in lower loads. As expected, inlet valve had lower temperature than exhaust valves and 
simulations shown lower deviation for this part. Liner prediction had more precise than other parts. Pis-
ton data points almost were in good agreement with experimental data where higher deviation in this 
part were related to wall of the piston section. Cylinder head shows more deviations point to point alt-
hough there are high accuracy points also. 

Figure 2: A) Point to point temperature comparison between experimental results and GT-TPA (BurnRate) simula-
tion data points for various engine loads; B) Point by pint comparison of 25% load GT-UVATZ with corresponding 

experimental data 

3. Coupling UVATZ and GT airpath model
Validation of GT-UVATZ model as newly obtained toolchain in this study has been performed with

a 25% engine load. With considering thermal solver, calibration part contained three different scopes of 
study. At first combustion characteristics discussed entirely on various specifications such as in-cylinder 
pressure, cumulative heat release (CHR) and combustion timing. Going through it, Figure 3,a illustrates 
in-cylinder pressure curve compared with corresponding case in available experimental burn rate model 
described in section 1.2.  Figure 3 also containes cumulative heat release rate comparison study. Com-
paring pressure curves in Figure 3,a demonstrates that the pressure curve followed the TPA model (as 
reference) specialty in the area of start of combustion and matched in peak pressure point. Calculation 
on the data have shown that simulation maximum pressure (Pmax) was about 123.2 bar which had 
around 0% error with experimental one which was 123.3 bar. Peak pressure for simulation was at 5.2 
CAD aTDC where it was around 5.8 CAD aTDC for experimental data showing about 0.6 CAD error. In 
cylinder root mean square error (RMS) for point-to-point pressure curves calculated around 1.3 bar. 
Combustion phasing properties such as CA10 and CA50 have been calculated from CHR diagrams 
shown in Figure 3,b. For calculating CHR in this study, specific heat ratio (ɔ) has been considered con-
tasnt, 1.364. Calculations on CHR have shown that CA10 in simulation accrued at -3.8 CAD bTDC 
where it was 5.4 CAD bTDC, about 1.6 CAD error on prediction. This difference was about 1 CAD 
between CA50 experimental and CA50 simulation. Point to point comparison on CHR shown RMS error 
about 9.4 kJ. Finally, net heat release (NHR) showed about 2.17% error. Validation of the GT-UVATZ 
model which was developed for thermal loading analysis continued by comparing engine out specifica-
tions. These properties consisted of mass flow rate specifications, fuel and air consumption, power 
specification and thermal properties. Figure 3,c illustrates all specifications those are automatically 
saved in GT-Post environment. Absolute error of all mentioned specifications has been illustrated in 
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Figure 3,c. Regarding to this figure, all specifications had below 4% deviation from reference data. In 
efficiency related specifications, volumetric efficiency had 0.1 % deviation indicated approximately same 
volume of fluid swept in the piston during combustions. This low error came from using the same airpath 
model in GT-UVATZ and TPA Gt-Suite models. Piston in operation were model with different method, 
as a result indicated efficiency shown higher amount of error with 1.8% but still in good agreement with 
reference data. Brake Efficiency, efficiency that calculated from crank shaft output, have shown higher 
error than previous due to have some deviations comes from additional parts than piston. Airpath dy-
namic model specifications such as air fuel ratio (A/F) error was about 0.0% and trapping ratio error was 
approximately zero percent indicated the accuracy in airpath dynamic parts. In this category fuel and air 
consumption showed higher error than other specification in mass flow rate properties. This error is 
mainly shown using different combustion model in simulation methods used in this study. Indicated spe-
cific fuel consumption (ISFC) error was about 2.5% where this specification for air consumption (ISAC) 
deviation was around 2.2%. 

Figure 3: A) Pressure and cumulative heat release (CHR) simulated in GT-UVATZ toolchain compared with      
experiment TPA model, 25% load; B) Simulation deviation from reference data accrued in GT-UVATZ simulation 

in 25% load 

Prediction of engine output specifications show high accuracy in the model predictivity. IMEP gross 
and full (360 and 720) has demonstrated the accuracy of 2.2% and 2.2% respectively where the accu-
racy in predicting brake mean effective pressure (BMEP) was obtained with by only 2.6% error. High 
accuracy in indicated power and brake power prediction also was achieved also by 2.2 and 2.6 percent-
age error.  Till this point, GT-UVATZ simulation tool has shown good accuracy in predicting in-cylinder 
combustion properties and full cycle engine output specifications. Another main characteristic of engine 
operation which investigated as the main focus of this study was thermal loading on cylinder parts. 
Cylinder head, piston wall, cylinder wall (liner) and valves were selected as important parts in this study. 
The output results on parts thermal loading have been saved in contour format. For both GT-UVATZ 
and GT model simulation has been done by 25 cycles, about 4 second of engines operation. Although 
both models gone in steady state after approximately 12 cycles, this simulation continued to save more 
thermal data until 25 cycles. Thermal data has been saved at each second (6 cycles) of engine opera-
tion. As it was mentioned a 25% load case has been selected for the validation part. To do validation 
part on thermal loading issue, all mentioned parts have been investigated. All corresponding points 
temperature has been measured according to the output contour data. Comparison has been done point 
to point for each part. Figure 2,b depicted comparison of GT-UVATZ extracted temperatures with avail-
able measured data from the engine setup. In this figure deviations have been illustrated with respect 
to line x=y. According to these deviations, it is conceived that exhaust valves shown high error than 
other parts where cylinder head, piston and liner shown higher accuracy. Furthermore, intake valve 
temperature predictions had also lower deviation from reference data.   
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Abstract. Electric vehicles are becoming more prominent due to increasing environmental concerns 
and legislation in dif ferent countries. Unlike vehicles in other sectors, the decarbonization of  agricultural 
vehicles poses unique challenges and considerations, f rom the diverse range of  tasks they perform to 
the re-mote and sometimes of f-grid nature of  farm operations. To develop a feasibility study for the 
electrif ication of  a case study agricultural vehicle equivalent to a diesel-powered 127 kW tractor, AVL 
Cruise M sof tware was employed to design and verify the powertrain for representative duty cycles. 
Four agricultural operations with associated drive cycles were selected for this study to assess the 
powertrain performance. The f irst selected farming drive cycle was ploughing, being the most common 
heavy-duty farming operation. The cultivator drive cycle was also selected, with the machinery re-
sistance force prof ile. Finally, the Standard WHTC for general operation with no machinery attached, 
and the Modif ied WHTC representing typical transportation of  goods, were considered. The batteries 
were parameterized and validated using experimental HPPC data for the equivalent circuit model 
(ECM). The operational range was evaluated by looping each drive cycle and running the model until 
the state of  charge (SOC) dropped f rom 80% to 20%. The results showed that the chosen battery pack 
conf iguration, with a total capacity of  424.8 kWh, successfully achieved the required 5-hour operation 
time for ploughing. However, for cultivation, it was determined that a large battery pack with a total 
energy capacity of  1580 kWh would be necessary, and implementation of  this larger battery pack would 
entail some challenges. Furthermore, level 3 charging could serve as a viable solution if  cultivation tasks 
are required for this particular agricultural vehicle. 

1. Introduction
The urgency of  reducing greenhouse gases necessitates a fundamental transformation within 

the agricultural industry, with farming equipment producing 1.7% of  total CO2 emissions in the UK [1]. 
EU regulations aim to reduce the CO2 emissions f rom heavy duty vehicles (HDV) by 90% by 2040 [2], 
with stringent measures targeting the environmental footprint of  Non-Road Mobile Machinery engines. 
A promising solution towards sustainable farming is pure electric tractors (PETs) where the diesel engine 
is replaced by a battery pack and motor, of fering no emissions and enhanced ef f iciencies  [3]. Nonethe-
less, the principal disadvantage of  current PETs is their limited operat ional range, stemming f rom the 
considerable power demands of  agricultural tasks and their comparatively modest capacities compared 
to modern heavy-duty trucks [4]. Furthermore, PETs currently available in the market exhibit notable 
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power def iciencies relative to conventional tractors, prompting market sentiment to suggest tractors sur-
passing the 200kW power threshold may need hybrid systems [5]. 

This study will therefore investigate the design of  an electric powertrain for a case study tractor, to 
evaluate the suitability of  larger battery pack PETs. An Equivalent Circuit Model (ECM) ensures that the 
dynamic behaviour of  a cell can be appropriately captured, particularly important for vehicles,  which 
have highly varying current demands. Hence, this model was created, validated, and used for develop-
ing the powertrain model within the AVL Cruise M sof tware.  

2. Methodology
Various battery modelling types are available such as electrochemical, data-driven black-box, and

equivalent circuit model (ECM). Electrochemical method, such as the simplif ied electrochemical model, 
solve partial dif ferential equations simultaneously and provide internal states, but at the cost of  higher 
computational power. This model was successfully improved for higher C-rate applications, such as 
electric or hybrid vehicles. Data-driven method derives equations f rom empirical data. These can cause 
inaccuracies when a dynamic load is applied, which is inappropriate for electric vehicles. The latter 
model, ECM, is widely used for battery management applications due to its accuracy and ease to para-
metrize [6]. These models, also named lumped-parameter ECMs, use resistors and capacitors to mimic 
a battery's behaviour. Dif ferent arrangements of  ECMs can be made for Li-ion batteries but the 2 RC 
(resistor-capacitor) model structure have the advantages of  simplicity and acceptable accuracy [7] . In 
this study, a 3RC ECM was built using MATLAB Simulink to achieve better accuracy based on the 
Hybrid Pulse Power Characterisation (HPPC) data at three dif ferent temperatures (5˚C, 25˚C and 45˚C).  
and the components were parameterised using the Parameter Estimator App to match the HPPC ex-
perimental data f rom the literature [8]. For the purpose of  the validation, R-squared value was calculated 
as suggested in the literature [8,9].  

The mathematical modelling of  the proposed electric powertrain was performed in AVL Cruise M 
sof tware and the block diagram is shown in Figure 1. The body and powertrain parameters of  the pro-
posed electric tractor were selected for a suitable heavy-duty tractor [10]. 3 Ah cylindrical cells were 
selected for this study and the battery pack was modelled in AVL using the ECM parameters. The pack 
was connected in parallel to the INVO-Edu electric drive unit – an electric motor (EM) coupled to a 
continuously variable transmission (CVT) operating at optimal ef f iciency [11]. The model utilised four 
agricultural drive cycles to assess performance: cultivation, ploughing, modif ied WHTC - pulling a 
6000kg trailer - and standard WHTC. 

Fig. 1. AVL Cruise M Model Block Diagram 

3. Results
Investigations were conducted to f ind the most accurate ECM and parameterisation method possible

while considering the computational demand for higher numbers of  RC pairs. This gave a f inal method 
of  the Simulink Parameter Estimator to create an ECM with 3 RC pairs. Figure 2 shows the complete 
HPPC test current input, the experimental voltage response, and the simulated voltage response at one 
temperature (5˚C). This shows that the data f its well for the majority of  the HPPC test. Final R-squared  
values for each of  these models were 0.99578, 0.99762 and 0.99684 for 5˚C, 25˚C and 45˚C respec-
tively. 
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Fig. 2. HPPC simulated voltage response and experimental voltage response for 5ęC 

The battery pack size and arrangement were determined in AVL Cruise M sof tware and optimised for 
the space utilisation within the chassis. The f inal pack arrangement was 424.8 kWh considering all the 
space limitations and performance requirements. To assess the suitability of  the electric powertrain de-
sign four agricultural drive cycle operations were selected for this study. For the verif ication purpose, 
the output vehicle velocity prof ile for each drive cycle f rom the simulation was compared with the desired 
drive cycle prof ile and it was demonstrated for one of  cycles (Plough drive cycles) in Figure 3.  

Fig. 3. Plough drive cycle and AVL model output vehicle velocity 

Then, the total energy output, with the state of  charge (SOC) dropping f rom 80% to 20%, was found 
to be 239.1 kWh. The cultivator had the highest average power demand at 158.8 kW, with the operating 
time lasting only 1hr 26min, covering 17.2 km. This was below the typical 5hr operation required in 
application. A small separate parametric study determined that the necessary battery size to meet this 
requirement would be about 1580 kWh, requiring an estimated volume of  3.762 m3 - equivalent to raising 
the cabin height by 2.475 m. As clearly not feasible, heavy cultivation on a single discharge cycle was 
rejected. However, the ploughing time did exceed the 5-hr standard operational time by 7 minutes, 
reaching 39.6 km, and thus the powertrain design was deemed suitable for this farming task. It was also 
noteworthy that the tractor could reach 247.7 km with a 6000kg trailer and even 398.0 km without any 
equipment attached ï far greater than typical daily farming transport activity (19). It is important to note 
that the SOC window had been conservatively estimated at around 60% of  the total pack capacity  and 
could increase to about 95% for current EVs. Table 1 summarises the PET performance data for each 
of  the selected driving cycles.  

Table 1. Operational Time, Range and Average Power for each Driving Cycle 

Drive Cycle Time (hr,min) Range (km) Average power (kW) 
AVL Cultivator 1hr 26min 17.2 158.8 
AVL Plough 5hr 7min 39.6 46.4 
Modif ied WHTC 
- Trailer

9hr 40min 247.7 24.6 

Standard WHTC - No 
Trailer 

15hr 34min 398.0 15.4 

For the selected battery size, level 1 charging (36 kW) takes about 8hrs for a full charge with a current  
of  0.25A per cell. This level would therefore be suitable for overnight charging, minimising the degrada-
tion of  the battery due to the low C-rate of  the charging cycle. Meanwhile, level 3 (240 kW) would allow 
a farmer to signif icantly increase the maximum daily operational range of  the tractor.  For example, in a 
12-hour day, a farmer could now plough for two 5hr shif ts with an 1hr 36min charging break. 
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Conclusion 
To investigate the feasibility of  agricultural vehicle electrif ication, a fully electric powertrain was mod-

eled for a case study agricultural vehicle, equivalent to a diesel-powered 127 kW tractor. A mathematical 
equivalent circuit model (ECM) was developed and validated to accurately simulate the battery cells' 
behavior. This model was then combined with data for other powertrain components to create a com-
prehensive model of  the case study tractor in AVL sof tware. The results f rom the AVL Cruise M model 
demonstrated that the chosen battery pack conf iguration, with a total capacity of  424.8 kWh, success-
fully achieved the required 5-hour operation time for ploughing. However, for cultivation, it was deter-
mined that a battery pack with higher capacity would be necessary. Implementing this larger battery 
pack would entail signif icant chassis redesign. Alternatively, level 3 charging could serve as a viable 
solution if  cultivation tasks are required for such a tractor. 

Acknowledgement 
AVL List Gmb H support for proving the simulation tools through their University Partnership Program 

and Involution Technologies Limited (ITL) support in providing the technical data for INVO electric drive 
unit is greatly acknowledged. 

References 
[1] DoEFRA. Agri-climate report 2021. [Online]. 2021. [Accessed 20 March 2024]. Available f rom:
https://www.gov.uk/government/statistics/agri-climatereport-2021/agri-climate-report-2021#section-1-
uk-agriculture-estimatedgreenhouse-gas-emissions

[2] EU, C. Reducing CO₂ emissions f rom heavy-duty vehicles. [Online]. 2024. [Accessed 20 March
2024]. Available f rom: https://climate.ec.europa.eu/euaction/transport/road -transport-reducing-co2-
emissions-vehicles/reducingco2-emissions-heavy-duty-vehicles_en

[3] Li, T., Xie, B., Li, Z. and Li, J. Design and optimization of  a dual-input coupling powertrain system: A
case study for electric tractors. Applied Sciences. 2020, 10(5), p.1608. 4.

[4] Salek, F., Abouelkhair, E., Babaie, M., Cunlif fe, F. and Zare, A. Assessment of  the Powertrain Elec-
trif ication for a Heavy-Duty Class 8 Truck for Two Dif ferent Electric Drives. SAE Technical Paper, 2022.

[5] Farmersweekly. Analysis: Is electric technology set to kill of f  diesel tractors? - Farmers Weekly.
[Online]. 2017. [Accessed 25 March 2024]. Available f rom: https://www.fwi.co.uk/arable/analysis-elec-
tric-technology-set-kill-of f -dieseltractors

[6] Lai, X., Zheng, Y. and Sun, T., 2018. A comparative study of  dif ferent equivalent circuit models for
estimating state-of -charge of  lithium-ion batteries. Electrochimica Acta, 259, pp.566-577.

[7] Nejad, S., Gladwin, D.T. and Stone, D.A., 2016. A systematic  review of  lumpedparameter equivalent
circuit models for real-time estimation of  lithium-ion battery states. Journal of  Power Sources, 316,
pp.183-196.

[8] Salek, F., Azizi, A., Resalati, S., Henshall, P. and Morrey, D., 2022. Mathematical  modelling and
simulation of  second life battery pack with heterogeneous state of  health. Mathematics, 10(20), p.3843.

[9] Chicco, D., Warrens, M.J. and Jurman, G., 2021. The coef f icient of  determination Rsquared is more
informative than SMAPE, MAE, MAPE, MSE and RMSE in regression analysis evaluation. Peerj com-
puter science, 7, p.e623.

[10] Deere, J. 6195M | 6M Series | Tractors | John Deere UK & IE. [Online]. 2024.  [Accessed 2 December
2023]. Available f rom: https://www.deere.co.uk/en/tractors/mid/6m-series/6195m/

673



THIESEL 2024 Conference on Thermo- and Fluid Dynamics of Clean Propulsion Powerplants 

Recycling Food and Plastic Residues in Ternary Blends to 
Environmentally Friendly Power Diesel Engines 

J. Tejada-Hernández1, M. Carmona-Cabello1, J.M. Herreros2, M.P. Dorado1, S. Pinzi1

1Dep. Physical Chemistry and Applied Thermodynamics, Ed. Leonardo da Vinci, Campus de 
Rabanales, Universidad de Córdoba, Campus de Excelencia Internacional Agroalimentario, ceiA3, 
14071 Córdoba, Spain 

E-mail: pilar.dorado@uco.es 
Telephone: +(34) 957 21 83 32 

2School of Engenieering, University of Birmingham, UK 

E-mail: j.herreros@bham.ac.uk
Telephone: +(44) 0121 414 3344

Abstract. Organic waste contributes significantly to climate change. In Spain, 57% of this waste ends 
up in landfills, releasing CO2 into the atmosphere. To address this situation, the EU is taking measures 
to reduce food waste in landfills. In addition, plastic waste poses an environmental problem due to its 
poor biodegradability. One possible solution is to produce biodiesel from this waste to fuel diesel en-
gines, although it has a low cetane number and high kinematic viscosity. In contrast, eco-fuels produced 
from the pyrolysis of plastic waste show a lower kinematic viscosity and a higher cetane number than 
biodiesel based on food waste. This has led to the proposal of a new fuel that combines both compo-
nents to achieve ideal fuel properties. In addition, the production of fuels from the trans-esterification of 
food waste (biodiesel) and the pyrolysis of plastic waste (ecofuels) adds value to this waste, supporting 
the circular economy. 

In this study, both fuels are blended with diesel to achieve the optimum ternary blend to be used as 
an environmentally friendly fuel in commercial diesel engines. To determine the optimum blend, predic-
tion models for kinematic viscosity, cold filter plugging point and cetane number were developed using 
the Derringer desirability function. These models were experimentally validated, resulting in a ternary 
blend that optimizes the physicochemical properties. In addition, the optimal blend meets the diesel 
standards, except for the flash point. In conclusion, the proposed ternary blend has proven to be a 
suitable fuel for diesel engines, thus preserving the environment within the framework of the circular 
economy. 

1. Introduction
One of the most important challenges facing society today is the reduction of plastic consump-

tion and the management of the plastic waste it generates. In Europe alone, 55.3 million tons of plastics 
were consumed in 2021, of which 90.1% were of fossil origin. Despite the increase observed in the 
recycling rate of plastic waste both at European level and in Spain (occupying third place with a higher 
recycling rate at European level), nowadays 36% of waste ends up in Spanish landfills without the pos-
sibility of being recycled. The reduction of this waste requires an increase in chemical recycling and 
energy recovery [1]. Pyrolysis of plastic waste (thermal degradation of the material in the absence of 
oxygen) is presented as the cleanest alternative, reducing the environmental impact by 50% compared 
to incineration [2]. The liquid fraction obtained within the pyrolysis products is composed of a mixture of 
hydrocarbons with characteristics similar to automotive gas oil (C5-C20) [3].

Another significant environmental challenge facing contemporary society is the recovery and reduc-
tion of organic food waste. It is estimated that about one third (1.3 billion tons per year) of the food 
produced worldwide is disposed of in landfills [4]. Recent studies have evidenced the feasibility of con-
verting this waste into state-of-the-art biodiesel with high production yields [5], thus contributing to sus-
tainable development within the framework of the circular economy [6]. 
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In designing and developing new fuels for commercial automotive engines, physicochemical proper-
ties such as kinematic viscosity (), that directly impact the injection system, or fuel cetane index and 
calorific value that influence fuel consumption and thermal efficiency, are key.  

The objective of this study is to develop a predictive model for optimizing a ternary eco-fuel blend, 
which consists of pyrolytic oil derived from plastic waste (PP), biodiesel from food waste (FMWE), and 
ultra-low sulfur diesel fuel (ULSD). These fuel blends support the circular economy by reducing plastic 
and food waste, transforming these residues into valuable resources. The optimization of critical fuel 
properties as response variables (, CI, and CFPP) has been conducted to design a fuel blend that is 
anticipated to enhance engine performance and reduce pollutant emissions. 

2. Materials and methods
For the blends, commercial automotive ULSD (following UNE-EN 590 specifications) including 

up to 7% biodiesel was acquired. FWME complying with EN 14214 was supplied by Bio-Oils Huelva 
SLU (Huelva, Spain). PP was provided by Hintes Oil Europa (Almer²a, Spain). 

The fuel chemical analysis was carried out according to EN-ISO 590:2022. Density was determined 
by the hydrometer method, described in ISO 3675. To measure kinematic viscosity (), Cannon-Fenske 
viscosimeter Proton No. 75 (Barcelona, Spain) was used, according to ISO 3104. To obtain the distilla-
tion curve, according to ASTM D86 standard, the atmospheric distillation tester OptiDist by PAC (Hou-
ston, US) was used. Cetane index (CI) was calculated by the four-variable equation, described in ISO 
4264. Cold filter plugging point (CFPP) was measured with automatic analyzer HCP 842 CFPP+ Herzog 
by PAC (Houston, US), as described UNE-EN 116. Flash point (FP) was measured by Setaflash Serie 
3 by Stanhope-Seta (Chertsey, UK), following ISO 2719.  

Statgraphics Centurion XVIIÈ was software used to the statistic elaboration of mixture design of ex-
periments (MODE) and Derringerôs desirability function. A minimum of 10% (v/v) and a maximum of 
80% (v/v) were set for each of the three component fuels, since previous work [7] found that a percent-
age of pyrolytic fuel below 10% in the blend had a negligible effect on combustion pressure, which plays 
a critical role in engine performance. 

3. Results and discussion
The values of , CI and CFPP differ greatly between eco-fuels and diesel (Table 1). These differences

could affect engine performance or the optimal operation of certain systems. Therefore, the limits es-
tablished by the UNE EN 590 standard were considered in the optimization process.  

Table 1. Physicochemical properties of pure fuels 

Properties ULSD FWME PP EN 590:2022 limits 
Cold filter Pugging point (ÁC) -16 -6 -7 <-10ÁC for winter fuel 
Cetane Index 52.33 34.802 60.27 >46
Kinematic Viscosity (mm/s2) 3.08 4.91 2.04 2-4.5 (mm/s2)
Density at 15ÁC (kg/m3) 830 874 784 820-845 (kg/m3)

As shown in Fig. 1 a), the cold behavior of the blends improved with the addition of ULSD, reaching 
up to -13ÁC. As for the IC, an increase directly proportional to the PP content of the mixture was observed 
(Fig. 1(b)). Therefore, combustion quality is expected to improve as the amount of PP increases. Finally, 
Fig. 1 c) shows a reduction in  when the percentage of PP in the mixture increases, contrary to what 
occurs when the FWME content increases (kinematic viscosity increases). All the models used for the 
response surface study were previously validated by means of an analysis of variance (ANOVA), ob-
taining for all cases a P-value lower than 0.05, which guarantees the suitability of the model to predict 
the response variable. 

The Derringer function method is based on defining a dimensionless desirability function for each 
response variable (, CI and CFPP) to obtain a multiple response optimization. Table 2 shows the lim-
iting values for each of the response variables as well as the objective value for each of the variables. 
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Table 2. Parameters of optimization desirability function 

Response Low 
desirability 

High 
desirability 

Goal Factor Min. 
value 

Max. 
value 

CFPP (°C) 2.00 4.45 Minimize ULSD% 
(v/v) 

10 80 

CI 46.00 60.10 Maximize PP% 
(v/v) 

10 80 

 (mm/s2) -13.00 7.00 Minimize FWME% 
(v/v) 

10 80 

Fig 1. Estimated Response Surface Contours of a) Cold filter plugging point(°C); b) cetane index (-); c) kinematic 
viscosity (m2/s) 

The global desirability function was obtained as the product of the individual desirability functions of 
each response variable. The blend composed of 33% (v/v) ULSD, 57% (v/v) PP and 10% (v/v) FWME 
provided the highest value of the overall desirability function (0.7307). Therefore, this was considered 
as the optimal blend. Fig. 2 shows the value of the desirability function. The mixtures in the white area 
represent an overall desirability value of zero. This means that at least one of the analyzed response 
variables is outside the range established for its individual desirability function (Table 2). The area of the 
graph depicted in red contains the blends with the highest desirability. 

Fig. 2. Response Surface for Optimal Blend. a) Estimated Response Surface Contours b) Esimated Response 
Surface 
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Conclusions 
The composition of a ternary fuel blend, composed of diesel, biodiesel from food waste oil and 

pyrolytic oil from plastic waste, has been optimized. The optimization process focused on three key 
physicochemical properties: kinematic viscosity, cetane index and cold filter plugging point (CFPP). 

The prediction of the kinematic viscosity of the blend was fitted to a quadratic model. It was observed 
that a higher percentage of biodiesel in the blend increased the kinematic viscosity, while a higher pro-
portion of pyrolytic fuel decreased it. The cetane index showed an increase with the presence of pyrolytic 
fuel, which is beneficial for improving the self-ignition of the fuel. The CFPP was also fitted to a quadratic 
model, although the effect of renewable fuels on this parameter was not evident initially, as the CFPP 
of both fuels is very similar. Using the quadratic models obtained, an optimization was performed using 
the Derringer desirability function, with the objective of obtaining a blend that maximized the cetane 
index and minimized both kinematic viscosity and CFPP. 

The results of the optimization of the ternary mixture were experimentally validated in the laboratory. 
The optimal blend complies with the UNE EN 590 standard, except for the flash point. It shows a slight 
increase in calorific value and cetane number compared to diesel. However, given that the mixture's 
flash point is below the lower limit established by the standard, it could pose problems in the handling 
and storage of the fuel. 

It is concluded that the combination of fuels derived from plastic and food waste constitutes a viable 
alternative to replace fossil fuels in diesel engines. A fuel blend with a high content of fuels from waste 
is proposed, thus promoting a circular economy approach. 
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Abstract 
Heavy-duty transportation is a sector that requires urgent decarbonisation due to significant CO2 emis-
sions from burning of fossil fuels, particularly road freight which accounts for the majority of transport 
emissions within the European Union [1]. Lower carbon fuels, such as fast-pyrolysis oil (FPO) and hy-
drotreated vegetable oil (HVO), are regarded as promising drop-in fuels that are compatible with existing 
infrastructure and vehicular hardware. Fast pyrolysis technology converts a wide variety of inedible bio-
logical feedstocks into bio-oil. Feedstocks can range from lignocellulosic biomass sourced from agricul-
tural or forestry waste, making pyrolysis oils second generation biofuels that, in contrast to first genera-
tion biofuel, do not compete with global food security. Additionally, the impact of future transportation 
fuels on global air quality requires further investigation. 

Bio-oil can be upgraded into renewable fuel via sequential processing stages that improve fuel proper-
ties. However, additional processing can consequently increase energy and resource usage that are 
already otherwise limited. Evaluating the feasibility of less refined FPO as drop-in fuels through investi-
gating combustion characteristics and emissions formation could therefore reduce lifecycle greenhouse 
gas emissions.  

In the present study, two commercially available grades of FPO, stabilised deoxygenated pyrolysis oil 
(SDPO) and a more refined hydrotreated pyrolysis oil (HPO) were tested in a heavy-duty diesel engine 
both as pure components and 50% blends (volume/volume) with two different base fuels: HVO and 
EN590 petroleum-derived diesel (B0). The combustion characteristics and pollutant emissions of the 
fuels was investigated at constant speed and load in a six-cylinder Volvo 7.7L d8k compression-ignition 
engine specially modified for prototype fuels research (Figure 1) [2]. Experiments were undertaken at 
constant start of injection (SOI) and constant start of combustion (SOC) conditions to distinguish be-
tween direct chemical fuel effects and those arising via the influence of combustion phasing.  

Test fuels were supplied to the research cylinder via an ultra-low volume fuel system, described previ-
ously by Hellier (2013) [3]. The semi-isolated fuel delivery system allowed for operation of the research 
cylinder on test fuels available at only low quantities or of properties significantly beyond current fuel 
specifications. In-cylinder pressure during combustion was measured by a Kistler type 6052C high tem-
perature pressure sensor relative to a crankshaft encoder of resolution 0.1 crank angle degrees (CAD). 
Integrated data acquisition and control of the experimental facility was developed in-house with a custom 
LabView (National Instruments) code [2]. Apparent net heat release rates were calculated from in-cylin-
der pressure data using a single zone model and assuming no heat transfer following the method out-
lined by Heywood (2018) [4]. Gaseous exhaust emissions were measured using a Horiba MEXA 9100 
HEGR, including nitrous oxides (NOx). Particle size distributions (5-1000 nm) was measured by a Cam-
bustion DMS500 fast particle analyser (Figure 1). 
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Figure 1: Schematic of heavy-duty engine test facility 

Both FPO displayed stable combustion as neat fuels at constant SOC injection timing. However, the 
less refined SDPO did not ignite at constant SOI injection timing. Both FPO increased the duration of 
ignition delay (ID), with HPO exhibiting a shorter ID than SDPO (Figure 2). The 50% (v/v) blend of 
HPO/HVO exhibited a similar ID to that of B0 reference diesel. Addition of 50% (v/v) of HPO to HVO 
increased the duration of ignition delay compared to neat HVO and resulted in an ID closer to that of B0 
reference diesel in agreement with Han et al [5].  

Additionally, the SDPO/B0 50% blend and unblended HPO also exhibited a similar ID. The less refined 
SDPO blended with B0 exhibited an appreciably longer ID than that of the HPO and B0 blend, but when 
SDPO was blended with HVO an approximately equivalent ID as that of the HPO/ B0 blend was ob-
served. This is due to HVO exhibiting a shorter ID than B0 and offsetting the lower ignition quality of 
SDPO relative to HPO. 

Both FPO produced significantly higher apparent heat release rates compared to that of the HVO and 
B0 base fuels, with the less refined SDPO producing the highest apparent peak heat release rate (Figure 
3). Similarities in ID trends were reflected in the heat release profiles such as 100% HPO and 50% 
SDPO/B0 as well as 50% HPO/ HVO and 100% B0. A longer ID resulted in a higher premix burn fraction 
for the FPO blends, consistent with previous observations for HPO addition [6]. Conversely, 100% HVO 
and 50% HVO/B0 appeared to exhibit a larger mixing-controlled combustion relative to the premix burn 
fraction. 

Figure 2: Ignition delay for unblended FPO and FPO blends at const. SOC 

679



Combustion and emissions of fast pyrolysis oils and blends with HVO and B0 in a heavy-duty engine 

Figure 3: Apparent heat release rates for unblended FPO and FPO blends at const. SOC 

FPO addition appeared to increase NOx emissions which is likely attributed to higher maximum in-
cylinder temperatures (Figure 4). HVO addition to both FPO and B0 resulted in reduced NOx emissions. 
Similar maximum in-cylinder temperatures were determined for the HPO/HVO blend, 100% HVO and 
B0 reference diesel. However, despite the similar magnitudes of calculated in-cylinder maximum global 
temperature NOx levels for these fuels appeared to vary significantly. Maximum in-cylinder tempera-
tures may have been reached at different times such that for B0, this was determined by the premix 
burn fraction and for HVO, the diffusion-controlled fraction. Therefore, in the case of 100% HVO, NOx 
formation may have occurred later and within a shorter period prior to the expansion stroke in which in-
cylinder temperature reduces. 

Figure 4: NOx emission for unblended FPO and FPO blends at const. SOC 

Both FPO increased total particle number (PN), with the less refined FPO, SDPO, emitting the highest 
total PN (Figure 5). Similar total PN was observed for 50% HPO/B0 and 50% SDPO/HVO blends. How-
ever, the PN size distribution of SDPO/HVO was shifted towards smaller particles compared to 50% 
HPO/B0 (Figure 6). All fuels produced a peak in the ultrafine region (<100nm). However, both FPO 
exhibited larger peaks, representing an increase in the number of ultrafine particles. Increased PM emis-
sions have previously been reported for HPO, potentially due to the presence of aromatic species [7]. 
SDPO as a 50% blend produced peaks of similar magnitude regardless of the base fuel used. Con-
versely, the peak for 50% HPO blend with HVO was significantly lower than that observed for the 50% 
HPO/ B0 blend, resulting in a PN size distribution comparable to that of 100% B0. 
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Figure 5: Total particle number concentration for unblended FPO and FPO blends at const. SOC 

Figure 6: Particle number size distribution for unblended FPO and FPO blends at const. SOC 

In conclusion, both FPO displayed stable combustion as neat fuels. However, unblended HPO and more 
so, SDPO exhibited longer durations of ignition delay, higher apparent heat release rates, increased 
NOx emission compared to B0 and HVO. At 50% blend level, similar trends were observed in the com-
bustion characteristics and particle number size distributions of 100% HPO and 50% SDPO/B0 in addi-
tion to 50% HPO/ HVO and 100% B0. Both grades of FPO offer potential as drop-in fuels with HVO and 
B0, subject to further investigation to determine optimum blend levels. 
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Abstract. 

Oxymethylene dimethyl ethers (OMEx) as a renewable bio- or E-fuel provides huge potential for simul-
taneous soot and NOx reduction on heavy-duty engines. The optimization of combustion and emissions 
of OMEx-diesel blends has been investigated on a single-cylinder heavy-duty research engine with dif-
ferent operating strategies using the design of experiments (DOE) method. An engine speed of 1425 
RPM with 30% load was targeted because of the relatively high specific particulate matter (PM) emis-
sions with regular B7 diesel. The response surface of emissions based on experimental data indicates 
that PM is strongly correlated to OMEx content, satisfying EU VI regulations without after treatment when 
OMEx content surpasses 17% at a calibrated reference condition. While OMEx concentration has a neg-
ative effect on NOx, these emissions can be significantly reduced with increasing exhaust gas recircu-
lation (EGR) ratios. Like PM emissions, CO and unburned hydrocarbon are also effectively reduced with 
OMEx addition. The required injection duration at a fixed load increases with OMEx addition because of 
its reduced lower heating value. This is accompanied by a diminished interval between ignition delay 
and the end of injection timing, limiting the amount of mixing before ignition and resulting in a reduced 
premixed heat release peak. In general, the ignition delay itself becomes shorter with increasing OMEx 
content because of its higher reactivity. Still, at this relatively low-load condition, the burn duration is 
inversely proportional to OMEx addition, and independent of injection duration because combustion is 
predominantly premixed. Because of these reasons, the combustion phasing (CA50, the crank angle 
where 50% of the heat has been released) is advanced with increasing OMEx at this operating point. 

1. Introduction
Global climate change has emerged as enormous challenges in recent years. The most prom-

ising approach for the transportation sections in the short term is to adopt cleaner fuels to achieve sub-
stantial reductions in emissions. OMEx is characterized by a lack of C-C bonds and high oxygen content, 
effectively preventing soot formation during combustion. It also provides potential to break the soot-NOx 
trade-off by employing high EGR. Considering the compliance with EN590 standards, OMEx is selected 
to conduct engine experiments without major modifications. 

     OMEx/diesel blends exhibit distinguished engine performance differences in previous litera-
tures, considering the distinct engine specifications and tested conditions [1]. This work is aimed at 
investigating combustion and emissions characteristics of a wide range of OMEx ratios in a heavy-duty 
test engine with variations in EGR and injection timing at low load using a DOE approach. This targets 
further understanding of multifactor engine operating strategies and their associated interactions in the 
complex environment. Finally, an effective operational strategy is proposed to achieve compliance with 
European emissions limits. 

2. Experimental approach
Experiments are conducted on a modified single-cylinder research engine, based on a PACCAR 

MX13 heavy-duty engine, described in previous research [2]. The displaced volume of the engine is 
2.15 L, with a bore diameter of 130 mm and a stroke length of 162 mm, and the compression ratio is 
17.2. The engine schematic diagram is depicted in Fig.1. This engine features a common rail system 
equipped with a Delphi DFI21 injector. Note that the oxygenated OMEx fuel used in this study consists 
of 47.65% OME3, 29.7% OME4, 16.98% OME5, and 5.67% OME6. The data is measured with a resolu-
tion of 0.2 CAD for 200 consecutive tested cycles. Exhaust gas emissions are recorded by a Horiba 
MEXA 7100 system. Additionally, the PM is quantified using an AVL 415s and an EEPS spectrometer 
TSI 3090. The test matrix is established using a DOE approach, where the tested factors consist of 
OMEx content (8.1~11.5 bTDC), EGR ratio (19.3~52.9%), and injection timing (8~92 vol%), as shown 
in Fig. 2. The axial point α is equal to 1.68. 
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Fig. 1. MX13 heavy-duty engine schematic. Fig. 2. Schematic diagram of the test matrix. 

3. Results
3.1 Combustion characteristics analysis 

The in-cylinder pressure trace and apparent rate of heat release (aROHR) of different OMEx 
ratio blends are depicted in Fig. 3, at the center test point of the DOE matrix. The corresponding in-
creased injection current signals with increasing OMEx content are presented at the bottom of this figure 
as well, due to the reduced LHV. Shorter ignition delays are evident with higher OMEx ratios, attributed 
to the elevated fuel reactivity. Despite the reduced LHV of the blends, higher heat release values are 
realized in the diffusive combustion phase with longer injection duration, elevating maximum pressures. 

The premixed combustion peaks are attenuated with OMEx addition, better illustrated by the 
fitted Gaussian profiles in Fig. 4. This attenuation is ascribed to the reduced ignition delay with OMEx 
addition resulting in less time for air-fuel mixing, coupled with the reduced LHV of the blends. However, 
this does not imply larger fuel-rich regions, despite the extended injection duration with OMEx addition. 
In fact, the in-cylinder excess air-fuel ratio (ɚ) is increased with OMEx addition because of its high oxygen 
content, leading to a lower stoichiometric air-fuel ratio (AFRst, inset table in Fig. 4). The required stoichi-
ometric air mass (Airst, obtained via AFRst and the indicated specific fuel consumption, isFC), of OMEx92 
is reduced by 15.8% when compared to OMEx8. Therefore, OMEx fuel promotes more reactive mixtures 
while preventing excessive rich-fuel conditions, consistent with simulations in literature [3]. 

3.2 Global emissions analysis 

Fig. 5 provides a comprehensive evaluation map, which illustrates the percentual differences in 
emissions for PM, NOx, and CO, compared to diesel at the tested conditions. Injection timing is optimized 
at 10.5 CAD bTDC. Notably, the blends with OMEx exhibit significant potential for soot reduction 

Fig. 3. Combustion characteristics comparison be-
tween different OMEx content at the center test point 

(36.1% EGR & 9.8 CAD bTDC injection timing). 

Fig. 4. Premixed heat release fits (Gaussian) for the 
blends at the center test point as function of global ɚ. 

Corresponding parameters are given in the inset. 
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compared to diesel (black isoline with zero difference) across EGR variations. There is even a substan-
tial region where engine-out soot emissions fall below Euro VI regulations. With EGR ratios above 
36.1%, soot emissions start to increase. The NOx reduction mainly depends on EGR, while the OMEx 
ratio has a minor negative impact, predominantly observed when EGR is below 31%. Noticeable, the 
NOx emissions satisfy with Euro V regulations EGR is over 36%, as indicated by the light-blue gradients 
in vertical direction. Thus, it becomes possible to mitigate the conventional soot-NOx trade-off by imple-
menting OMEx-diesel blends, based on a high EGR tolerance for OMEx fuel without observed PM emis-
sions as mentioned above. Additionally, the CO emission also complies with EU VI regulations. Overall, 
the engine-out emission profiles comply with EU regulations (PM within EU VI and NOx within EU V) 
when the OMEx ratio is above 24.1% and EGR surpasses 37.2%, as indicated by the magenta star. 
Remarkably, THC emission is not specifically highlighted on this map, as it falls within the Euro VI and 
is considerably lower than that of diesel. Finally, the soot-NOx trade-off relationship for the tested fuels 
with EGR variations is demonstrated in Fig. 6. The addition of OMEx fuel again highlights its significant 
potential to break the traditional soot-NOx trade-off relationship.  

Fig. 5. Response surface with percentual 
differences of PM, NOx, and CO, compared to that of 
diesel, as a function of OMEx & EGR ratios. Injection 

timing is set to 10.5 CAD bTDC. 

Fig. 6. Soot-NOx trade-off relationship for the 
tested fuels with EGR variations. 

Conclusions 
The premixed combustion heat release peak is attenuated with OMEx addition, ascribed to the 

reduced LHV, as well as the shorter ignition delay limiting mixing prior to ignition. Conversely, the overall 
excess air-fuel ratio increases with OMEx. 

OMEx content plays a significant role in soot reduction when EGR is below 36.1%, while soot 
emissions rise steeply above this value. While NOx emissions increase with OMEx addition, they are 
efficiently curbed by higher EGR ratios within the operational range. OMEx significantly contributes to 
the reduction of CO emissions across the studied parameters.  

A comprehensive global emissions map is created, which suggests that OMEx has great poten-
tial to break the soot-NOx trade-off relationship encountered with diesel combustion, complying with 
emission regulations when the OMEx- and EGR-ratio are above 24.1% and 37.2% respectively, with an 
injection timing of 10.5 CAD bTDC. 
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Abstract. The use of 100% renewable fuels, as drop in fuel, in different propulsion systems is a reason-
able alternative to achieve the sustainability of means of transportation. In this case, a renewable fuel 
Hydrotreated Vegetable Oil (HVO) compared to a fossil diesel fuel are tested. This experimental work 
was done on a catamaran, with capacity to transport up to 250 passengers, along the Vigo estuary, on 
the Cangas-Vigo-Cies Island marine circuit in Galicia (Spain), within an environmentally protected geo-
graphical area. The catamaran, powered by compression ignition engines which complies the Interna-
tional Marine Organization TIER II emission standard, was instrumented with a Horiba-OBS ONE ana-
lysers for measuring regulated gaseous emissions and with a diagnosis tool, developed by engine 
manufacturer, for registering different parameters from the Electronic Control Unit. The obtained results 
show excellent performance with HVO fuel compared to Diesel fuel. In most of cases, slight direct re-
duction of carbon dioxide emissions was observed when the renewable fuel is used. Hydrocarbons and 
nitrogen oxides specific emissions produced by HVO fuel were always lower than those produced by 
Diesel fuel, with around 35 and 18% average reduction respectively. Also, around 35% average reduc-
tion of carbon monoxide was observed. Obtained results show the potential of the 100% renewable fuel 
to be used even in an engine without modern aftertreatment devices. 

1. Introduction
The use of 100% renewable fuels is a tangible reality that is reaching different means of land 

transportation [1], agricultural machinery [2] or even in more basic studies in test conditions that repro-
duces the operation of unmanned aerial vehicles [3]. In the first of the works, the effect on performance 
and regulated pollutant emissions on an urban passenger bus is evaluated and where a clear positive 
effect of the use of HVO fuel was observed. In the second of the works, results of the use of this same 
type of fuel obtained with two agricultural tractors of different make and models are compared, also 
observing a positive effect compared to fossil diesel fuel. Finally, in the third of the works it is revealed 
that this type of renewable fuel behaves in a similar way during the injection process in the engine. 

The present work describes the comparative experimental work done on a marine vessel (cat-
amaran for 250 passengers), equipped with Diesel engines which meet the International Marine Organ-
ization (IMO) TIER II. This vessel is used for the touristic transportation along the Vigo estuary between 
three ports: Cangas do Morrazo, Vigo and Cies Island, these last as part of the National natural park 
Atlantic Islands in the south coast of Galicia community, Spain. 
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2. Experimental work

2.1 Test vessel and engine 

A catamaran managed by the shipowner NABIA, was used as test marine vessel. Its propulsive 
system equips 2 MAN turbocharged Diesel engines. Main characteristics of the catamaran and its en-
gines are shown in Table 1.  

Table 1. Main characteristics of the vessel and engine used for testing. 

Vessel Engine 
Definition Characteristic Definition Characteristic 

Type Catamaran Make MAN 
Name Piratas de Cíes Model D2862LE433 
Marine Mob. Serv. Identity 224924990 Type Turbocharged (HP EGR) 
Callsign EAXV Inyection / Fuel Common rail / Diesel 
Business group Acuña group Cylinders / Arrangement 12 / V 
Shipowner NABIA Diameter (mm) 128 
Construction year 2010 Stroke (mm) 157 
Length (m) 25.8 Displacement (L) 24.24 
Beam (m) 8.5 Rated power (kW) 1324@2300 min-1 
Dry weight (kg) 63000 Rated torque (Nm) 6020@1200...2100 min-1 
Passengers + crew 250 + 5 Compression ratio 17:1 
Flag Spanish Emission standard IMO Tier II 

2.2 Test fuels 

In Table 2 are presented the main properties of fuels tested. Both fuels were supplied by 
REPSOL Tech Lab. As mentioned, the catamaran was firstly tested with Diesel fuel (EN5950) and later 
with neat 100% renewable hydrotreated vegetable oil (HVO) (EN 15490). 

Table 2. Main properties of tested fuels. 

Property Fuel 
Diesel (EN590) HVO (EN15940) 

Density @ 15C & 1 bar (kg/L) 0.83 0.78 
H/C 1.927 2.06 
O/C 0.016 0 
Low heating value (kJ/kg) 43500 43950 
Low heating value (kJ/L) 36105 34281 
Cetane number > 49 > 70

2.3 Test routes, experimental tools, and procedure 

The catamaran was tested along four routes. The order of testing was: 1) Cangas do Morrazo 
– Vigo (25 min), 2) Vigo – Cies Island (−40 min), 3) Cies Island – Vigo (40 min) and 4) Vigo – Cangas
do Morrazo (25 min). These four routes were tested, at least, three times a day and four days a week
with each fuel. Figure 1 shows three repetitions of each route tested. The tests always began around
08.30 hours and finished around 18.00 hours. In any case, it is important to remark that the tests were
carried out during the actual work of the vessel, which was conditioned by compliance with schedules
for the transfer of tourists and the coordinated operation with vessels from other companies on arrival
and departure of each port. A portable emission measurement system (PEMS) Horiba OBS One was
used for measuring concentration of gaseous regulated emissions such as total hydrocarbons (THC),
carbon monoxide (CO), nitrogen oxides (NOx) and carbon dioxide (CO2). With an integrated global po-
sitioning system, the catamaran speed at the sea level was registered. The sondes of the Horiba OBS
One were connected to the exhaust pipe, after the turbocharger of the engine. For registering different
engine operating parameters such as engine throttle position (%), engine speed (min-1), intake pressure
(bar) and temperature (ºC), and volumetric fuel flow rate (L/h), a diagnosis tool, supplied by the original
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engine manufacturer, was used. This tool was connected to the electronic control unit (ECU) of the 
engine tested. In both cases, the Horiba OBS One analyzer and the diagnosis tool were connected to 
only one of the engines, the catamaran port side engine.  

According to the time evolution of both, the engine, and emissions raw data, registered from the 
ECU and PEM respectively, was possible to identify three types of time periods of work: Departure 
(Initial), characterized by a progressive increase of engine parameters; Journey (Intermediate), charac-
terized by an engine steady state work and Arrival (final), characterized by a progressive decrease of 
engine parameters. This work distribution was similar between the test routes. 

a) 

b) 
Fig. 1. Routes tested along the Vigo estuary with both fuels, a) Diesel fuel, b) HVO fuel. 

3. Main results
Figure 2 shows the relative differences observed when testing both fuels in the marine vessel 

during the Journey (Intermediate) part of the different routes tested. The obtained results show excellent 
performance with HVO fuel compared to Diesel fuel. Those blue colour bars are positive for HVO fuel. 
In most of cases, slight direct reduction of CO2 emissions was observed when the renewable fuel is 
used. THC and NOx specific emissions produced by HVO fuel were always lower than those produced 
by Diesel fuel, with around 35 and 18% average reduction respectively. Also, around 35% average 
reduction of CO was observed. Obtained results show the potential of the 100% renewable fuel to be 
used even in an engine without modern aftertreatment devices. 

Cangas do Morrazo 

Vigo 

Cies 
Island 
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a) b) 

c) d) 
Fig. 2. Average relative differences of: vessel speed (km/h), cumulated consumed fuel mass (g), 

estimated power (kW) and specific gaseous emissions (g/kWh), determined between fuels tested dur-
ing intermediate part of tested routes. 

Conclusions 
According to the results obtained the following main conclusions can be drawn: 

i) From the point of view of performance and regulated emissions, the use of 100% renewable fuels as
drop-in fuel, such as HVO fuel, has positive effect in an engine used of catamaran vessel which meet
the IMO TIER II standard.
ii) In most of tests, a direct reduction of CO2 specific emissions was observed when the HVO fuel was
tested. This contributes to the reduction of the net emissions of this greenhouse compound.
iii) The passenger transportation along the Vigo estuary is more environmentally friendly when the HVO
fuel is used compared to Diesel fuel.
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Abstract. In order to clarify details of the aggregation process of Gasoline Direct Injection (GDI) in-
cylinder soot and thus to provide comprehensive quantitative experimental database required for devel-
opment and validation of the PM/PN prediction models, Diffused Back Illumination (DBI) laser extinction 
measurements, crank-angle-resolved total in-cylinder gas/particles sampling, filter gravimetry, High-
Resolution Transmission Electron Microscopy (HR-TEM) observation and analysis of morphology and 
nanostructure of in-cylinder soot particles using a Rapid Compression and Expansion Machine (RCEM) 
were conducted.  Crank-angle-resolved total mass, aggregate size distribution, primary particle size 
distribution, fractal dimension, nanostructure and porosity of in-cylinder soot particles were successfully 
obtained. 

1. Introduction
Alongside overcoming challenges of BEV including long charging time, short range, and the shortage

of lithium and cobalt supply, the role of HEV/PHEV as a rational choice is expected to continue, and 
thus improving the thermal efficiency of gasoline engines remains an important technological challenge. 
For further improvement of thermal efficiency and drivability of gasoline engines, gasoline direct injection 
(GDI) has increasingly been adopted [1].  In order to meet stringent exhaust regulations of particulate 
matter (PM) and particulate number (PN) emissions, after-treatment devices such as Gasoline Particu-
late Filters (GPF) is being considered.  However, deterioration of fuel efficiency due to pressure loss 
and filter regeneration are problematic and it is desirable to minimize engine out emissions.  The process 
of PM/PN generation within GDI engine cylinder is a highly complex phenomenon [2, 3, 4]. This neces-
sitates highly accurate PM/PN models based on detailed understanding of the phenomena.  While mod-
els capable of reproducing trends with varying driving conditions are being developed [5, 6], there is a 
significant lack of crank-angle-resolved quantitative data of in-cylinder soot aggregation process during 
the combustion cycle necessary for detailed understanding of in-cylinder phenomena and model valida-
tion [7].  Particularly, nanostructure and porosity of young soot particles as small as 10nm initially formed 
in GDI engine cylinder, which are expected to significantly affect the particle size distribution [8], have 
never been experimentally investigated to the best of the authors' knowledge.  Therefore, in the present 
study, laser extinction measurements, crank-angle-resolved total in-cylinder gas/particles sampling, fil-
ter gravimetry, HR-TEM observation and analysis of morphology and nanostructure of in-cylinder soot 
particles are conducted using a rapid compression and expansion machine (RCEM), in order to clarify 
details of the aggregation process of GDI in-cylinder soot. 

2. Experimental Method
A direct-injection, spark-ignited and single-shot combustion event was achieved in the RCEM shown

in Fig.1.  The details are found in our previous publications [3, 4].  For optical diagnostic experiments, 
sapphire windows are installed in the head and the piston for in-cylinder soot measurements.  For soot 
sampling experiments, the sapphire head window is replaced with a total cylinder sampling unit com-
posed of a diaphragm and an air-actuated rupturing blade.  For TEM observation and analysis, the soot 
particles were sampled onto copper or molybdenum TEM grids by exposing the grids directly to the soot 
laden gases.  Two different soot sampling procedures at different locations, ñsemi crank-angle-resolved 
samplingò and ñsecondary-agglomeration-assisted samplingò, were selected depending on the purposes 
of the experiments. 
  With the ñsemi crank-angle-resolved samplingò, the TEM grids were placed directly on the piston sur-
face to avoid secondary soot agglomeration in the expansion tank.  With this sampling procedure, the 
soot particles existed near the grid surface from the start of in-cylinder soot formation to the evacuation 
of the in-cylinder gases due to diaphragm rupture are all deposited and mixed successively onto the grid 
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surface.  However, thanks to the progressive increase in the amount of in-cylinder soot during the com-
bustion cycle, the variation of soot aggregate size, soot primary particle size and fractal dimension along 
coarsely divided crank angle resolution of the combustion cycle among early, middle and late phases 
can reasonably be quantified. 
  With the “secondary-agglomeration-assisted sampling”, the soot particle samples for HR-TEM 
nanostructure observation were intentionally kept in the expansion tank for few minutes to let them 
secondary agglomerate and then deposited onto the lacey grid, in order to effectively facilitate the iden-
tification of very sparsely scattered young soot particles on the TEM grids in low-magnification wide-field 
TEM observations and the selection of primary particles that do not overlap with the lacey carbon on the 
TEM grid in high-magnification nanostructure observations. 

3. Results

3.1. In-Cylinder Soot Mass via Laser Extinction and Filter Gravimetry 

Figure 2 shows examples of cylinder pressure history, high-speed direct photographs and DBI laser 
shadowgraphs.  The crank-angle-resolved in-cylinder soot amount can be obtained from the laser shad-
owgraphs by spatially integrating the line-of-sight laser transmissivity based on the Lambert-Beer law 
[3].  Figure 3 shows a comparison among cylinder pressure histories with (blue) and without (black) 
diaphragm rupture at three different rupture timings, in-cylinder soot mass by filter gravimetry (red plots) 
and by DBI laser extinction (green line).  The in-cylinder soot mass rapidly increases right after the 
ignition and continue to increase gradually after the cylinder pressure peak.  The in-cylinder soot mass 
at the end of the cycle stabilizes around 0.2mg. 

3.2. Soot Morphology via Semi Crank-Angle-Resolved Sampling and TEM Analysis 

Figure 4 shows the experimental setup for the semi time-resolved in-cylinder soot sampling and ex-
ample TEM images of sampled soot.  The sampled soot from different locations A, B and C exhibited 
notably different trends of fluctuation in their amount and morphology.  Considering its relatively small 
fluctuation, soot sampled at location C was taken as the representative of in-cylinder soot for morpho-
logical analysis.  Figures 5, 6 and 7 show aggregate gyration radius Rg, primary particle diameter Dp 

Fig.1. RCEM setup for optical diagnostics (left) and in-cylinder 
soot sampling (right) 

Fig.2. Example cylinder pressure, 
high-speed direct photographs and laser 

shad-owgraphs 

Fig.3. Cylinder pressure with 
and without diaphragm rupture, 

soot mass measured by filter 
gravimetry and DBI laser 

extinction 

Fig.4. Experimental setup (left) and example TEM images of semi-time-
re-solved in-cylinder soot sampling at location C (right) 
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and aggregate fractal dimension extracted from logarithmic plots of the number of primary particles 
within each aggregate np vs. Rg/Dp, respectively.  The total amount of soot aggregates, the amount of 
larger soot aggregates and their size significantly increase with the progress of combustion.  The primary 
particle size notably increases from 17 deg to 25.5 deg, but not from 25.5 deg to 34 deg.  The soot 
aggregate fractal dimension is decreasing from 1.81 to 1.69, indicating the extension of chain-like ag-
gregate structure with the progress of combustion. 

3.3.  Porosity Estimation of In-Cylinder Soot based on HR-TEM Nanostructure Analysis 

In the present study, soot porosity was estimated by normalizing the total length of carbon crystallites 
per unit area on the soot particle HR-TEM image by the graphite value.  Figure 8 shows high magnifi-
cation (2.5M and 1.25M) TEM images of in-cylinder soot particles in the early (7.5 deg) and late (31 deg) 
phases of the combustion cycle, two types of binarized crystallite images, MAX and MIN, manually 
extracted from these TEM images and the obtained soot porosity.  Since manual extraction of crystallites 
from TEM images is affected by the operator's subjectivity, two types of extraction were performed on 
the same TEM image; MAX Extraction in which the area recognizable as crystallites is extracted to the 
maximum extent, and MIN Extraction in which the area recognizable as voids is extracted to the maxi-
mum extent.  The maximum and minimum porosity values obtained from these analyses are indicated 
by the top and the bottom of the error bars, respectively.  The average porosity was 39.4% for 7.5 deg 

Fig.5. Projected-area-weighted gyration radius 
distri-bution of in-cylinder soot aggregates sampled at 

differ-ent timings 

Fig.6. Primary particle diameter distribution of in-
cyl-inder soot sampled at different timings 

Fig.7. Logarithmic plots of np vs. Rg/Dp for extraction of fractal dimension of in-cylinder soot 
aggregates sampled at different timings 

Fig.8. High magnification (2.5M and 1.25M) TEM images of in-cylinder soot particles in early 
(7.5 deg) and late (31 deg) phases of the combustion cycle, MAX and MIN manually extracted 

binarized crystallite images and obtained soot porosity 
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initially formed young soot and 26.4% for 31 deg late phase soot.  The porosity values of the initially 
formed young soot obtained in the present study are reasonable and close to the porosity of relatively 
porous soot particles sampled in burner flame during oxidation [9], shown in green in Figure 8.  In com-
parison, soot particles in the late phase of the combustion cycle show significantly lower values, indicat-
ing that the porosity of in-cylinder soot particles is high immediately after formation and decreases with 
the progress of combustion.  These results are consistent with the results of a previous study on burner 
flames [8], which reasonably predicted a bimodal soot particle size distribution of the initially formed 
young soot particles due to their high porosity and low coagulation efficiency. 

4. Conclusions
Crank-angle-resolved total mass, aggregate size distribution, primary particle size distribution, fractal

dimension, nanostructure and porosity of GDI in-cylinder soot particles were successfully obtained.  The 
quantitative data obtained in the present study are expected to facilitate the development and validation 
of GDI PM/PN prediction models. 
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Abstract. The periodic technical inspections (PTI) for vehicles in the European Union aim at enhancing 
road safety and environmental protection. Malfunctioning deNOx aftertreatment systems can result in 
elevated NOx emissions with environmental and health impacts. Therefore, the current revision of the 
roadworthiness package by the European Commission considers the inclusion of a method to measure 
NOx during PTI (NOx-PTI), which is not included in current procedures. This study examined the effec-
tiveness of an idling test in distinguishing between operational and malfunctioning SCR systems in light-
duty Diesel vehicles. The results revealed a significant increase in NOx emissions over the regulatory 
homologation test cycle, ranging from 8 to 28 times, when the selective catalytic reduction (SCR) unit 
was not functioning. Additionally, the study evaluated methods for warming up the vehicleôs aftertreat-
ment before the NOx-PTI idling test, such as urban speed drives. Furthermore, five different NOx ana-
lysers were compared to laboratory grade equipment. The results demonstrated the feasibility of the 
proposed method for measurements of NOX during vehicles PTI testing. 

1. Introduction

Road transport is an important source of NOx [1], affecting air quality, health and the environment [2],
[3]. Currently, all vehicles, light-duty (LD) and heavy-duty (HD), in the European Union are regularly
checked during the mandatory periodic technical inspection (PTI) to ensure road safety and environ-
mental protection. The specific requirements for these inspections are detailed in Directive
2014/45/EU [4], which is part of the ñso-calledò Roadworthiness Package that is currently undergoing
revision. The European Commission investigates to include a new procedure to measure NOx during
the vehiclesô PTI to verify the correct operation of the selective catalytic reduction (SCR) unit. A pro-
cedure has been developed and evaluated in a previous work [5] for Euro 6d-TEMP light-duty Diesel
vehicles and newer models, which usually have SCR units installed [6]. It consists of an idling test,
measuring the vehicle's NOx emissions at the tailpipe while idling after the vehicle has been warmed
up. The warm-up process ensures that the SCR unit is at a temperature high enough to effectively
sustain NOx reduction. If the SCR system malfunctions, it will result in high NOx emissions already
at the beginning of the idling phase.

The current study focuses on some key elements needed for the idling test for NOx-PTI to be
applicable in PTI stations. In particular, the research examines a warm-up method based on urban
speed drives and analyses the impact of a malfunctioning Diesel Exhaust Fluid (DEF) injection system
on PTI and NOx emissions. In addition, the performances of five NOx analysers designed for PTI use
are investigated.

2. Experimental

Seven LD (LD1 to LD7) Diesel vehicles were tested at Vehicle Emissions Laboratories (VELA) of the
Joint Research Centre (JRC) of the European Commission in Ispra (Italy). LD1-LD6 met the Euro 6d-
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ISC-FCM standard, while LD7 was homologated as Euro 5. LD1 to LD5 were tested following the 
idling procedure described in [5]. They were then tested over the worldwide harmonized light vehicles 
test cycle (WLTC) with DEF injector/s disconnected in order to simulate a real-world example of SCR 
system malfunctioning. The emission factors in the two cases were calculated using bag measure-
ment (EU Regulation 2017/1151), or from integrated instantaneous NOx mass emissions. The equip-
ment used to measure NOx included a chemiluminescence detection (CLD) based analysers with a 
MEXA ONE (HORIBA, Kyoto, Japan), an AVL AMA i60 (AVL, Graz, Austria) and an AVL MOVE 
PEMS using a non-dispersive ultra violet (NDUV) analyser. Additional details on the equipment could 
be found at [5]. To gain insight into the warm-up time for the ATS, thirty real driving emissions (RDE) 
compliant tests from nineteen LD Diesel vehicles (tests part of Market Surveillance [7], [8]) were an-
alysed. Cumulative NOx emissions were calculated for all tests, and various statistical measures 
computed (i.e. average, quartiles, etc.). The data was aligned based on engine speed signals, with 
the first second marking the engine start. 

Five commercially available NOx-PTI analysers (#1 to #5) were assessed sampling from the 
tailpipe of LD6 and LD7. Analysers #1, #2, #4, and #5 used electrochemical sensors (ES), while 
analyser #3 was equipped with a CLD. The reference equipment used for these tests was an AVL 
MOVE PEMS. All analysers employed a technology to remove water condensate, and the reference 
values used were measured as dry. These measurements, averaged over 5-second intervals, were 
compared at varying concentration steps (0, 50, 100, >100 ppm). 

3. Results and discussion

3.1 NOx-PTI idling test overview 

LD1 to LD5 tested with DEF injector disconnected yielded emission factors over the WLTC that were 
8 to 28 times higher when compared to those obtained with a working SCR system, see Table 1. 
These findings highlight the importance of deploying a NOx-PTI to pinpoint malfunctioning SCR unit, 
which might otherwise increase the NOx emissions released by the fleet into the environment. 

Table 1. LD1 and LD5 NOx Emission Factors under WLTC with functional and malfunctioning SCR system. For 
LD4, it was not possible to perform the WLTC test simulating a malfunctioning of the SCR system. 

NOx (mg/km) LD1 LD2 LD3 LD4 LD5 

WLTCa 28 16 31 60 15 
WLTC sim. malfunctioning 485 440 262 - 239

a Two tests per vehicle. The value reported is the average. 

Figure 1 compares NOx emission profiles of a vehicle (LD1) with properly operating SCR unit 
(left panel) and with the DEF injector disconnected to simulate a malfunctioning, during the NOx-PTI 
idling test (right panel). When the SCR was functioning properly, the NOx concentration during the 
PTI test was zero and it remained at low levels for an extended period (1000 s for this specific case). 
It reached around 100 ppm at the end of the test. In the test with malfunctioning SCR, NOx concen-
trations were elevated immediately from the start of the idling phase. at around 100 ppm. In case of 
malfunction, NO2 emissions reached ca. 80 ppm during the idling. Consistent results were obtained 
also for LD2 to LD5. These results complements the findings in [5], underscoring the capability of the 
NOx-PTI idling test to distinguish between operating and faulty SCR systems. These results also 
emphasize the importance of measuring NOx, and not just NO, during PTI to ensure the most accu-
rate assessment of the vehicle's tailpipe emissions. 

The ATS has to be warmed-up prior the idling test to ensure that the SCR unit temperature is 
sufficiently high to sustain NOx reduction activity. Urban speed drive (< 60 km/h) was assessed as 
ATS warm-up method, according to the methodology described in Section 2. Figure 2 shows (a) s-
by-s NOx concentration and (b) cumulative NOx emissions during LD vehicle tests. These results 
show that after driving for 400 s (initial cold start peak) the vehicle can undergo an idling test at PTI 
because the SCR unit temperature would be adequate to maintain NOx reduction activity. NOx con-
centration was evaluated because SCR temperature was not available. It was assumed that the 
change from high to low NOx emissions during vehicle operation would indicate that the SCR unit 
reached a temperature high enough to effectively sustain NOx reduction. 
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Fig. 1. NOx emission profiles of LD1 with (a) working SCR unit and (b) DEF injection malfunctioning. Time 
scale starts at the beginning of the idle test, immediately after the engine warmup. NOx-PTI measurement period 

is high-lighted. X-axis limit varies between the two subplots to effectively display the evolution of NOx 
concentration in (a) 

Fig. 2. (a) NOx concentration and (b) cumulative NOx emissions for Diesel LD vehicles. Average of the 
calculated cumulative emissions is shown together with bands illustrating the minimum-maximum bandwidth and 
the 1st-3rd quartile bandwidth of cumulative NOx emissions for all tests. All graphs are zoomed on the first 1500 s 

of each test

3.2 NOx-PTI equipment validation 

LD6 and LD7 were chosen to represent a functioning and malfunctioning SCR unit, respectively, to 
evaluate the performance of the PTI equipment in low and high NOx concentration scenarios. In 
addition, all the analysers were checked measuring a NOx span from a gas cylinder.  

In Figure 3, the absolute and relative deviations of NOx concentration for LD6 and LD7 at idle 
and span gas, measured with the NOx-PTI analyzer, are presented in comparison to the reference 
equipment. PTI analysers demonstrated good linearity with the reference dry NOx. Across all PTI 
analyzers, relative differences ranged from -21% to +3% above 100 ppm reference NOx, and abso-
lute differences ranged from -22 ppm to +2 ppm for reference NOx levels below 100 ppm. Most 
equipment displayed satisfactory differences. Analysers #1 and #3 had the greatest deviation. 

Conclusions 

The introduction of a NOx-PTI test could identify vehicles with malfunctioning SCR systems, limiting 
their contribution to atmospheric NOx pollution. The measured NOx emissions from five tested light-
duty Diesel vehicles with defective SCR systems were significantly higher, 8 to 28 times, compared 
to those with functioning SCR systems.  
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Fig. 3. Summary of the (a) absolute and (b) relative deviation of the PTI analysers plotted against the 
reference system. Green dashed lines indicate errors of 10 ppm and 10%, and red dashed lines 15 ppm and 

15%. Empty and full circles used for LD6 and LD7 respectively, while ‘x’ marks for span gas check. *Analyser #1, 
#2 and #5 recorded NOx, analyser #3 and #4 only measured NO 

For the proposed NOx-PTI procedure a warm-up of the vehicle with urban speed drives of at 
least 400 s, proved suitable for Euro 6d light-duty vehicles. 

From the five commercially available NOx analysers for potential use in the NOx-PTI test, three 
gave differences of <10 ppm and two 20-30 ppm for concentrations 100-200 ppm. The results high-
light the need for precise measurements of NOx, instead of solely measuring NO, as substantial NO2 
values were detected during PTI idle test, up to ca. 80 ppm, under conditions where the SCR system 
was malfunctioning. 
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Abstract. The Wankel rotary engine is a viable alternative for some transportation applications due to 
its distinctive features of lightweight construction, small size and high-power density, and strong fuel 
adaptability. This study numerically explores and expands the characteristics and performance of the 
air-fuel mixing evolution in a hydrogen (H2) Wankel rotary engine for different injector geometries com-
monly used in engine applications. 3D-CFD simulations were performed using CONVERGE. The mod-
elled prototype engine is a 225 cc engine manufactured by Advanced Innovative Engineering UK. A 
validated engine and injection model are utilized as a basis to simulate the detailed direct injection (DI) 
of H2 into the engine when using different injector geometries such as hollow- and solid single- and 
multi-cone injectors. Injecting the fuel into the chamber guarantees mixture enrichment for combustion 
and generates charge stratification that reduces heat release rate and improves power generation. The 
amount of mass trapped in the chamber after leakage through the crevices in the engine housing and 
the H2 mixing quality distribution were compared in the different test cases. The results reveal that the 
solid-cone jet geometries hold a significant advantage, allowing faster mixing of H2 with ambient gas as 
it reaches longer distances from the injector nozzles while interacting with rotor surfaces. Hollow-cone 
geometry also allows keeping a higher amount of fuel inside the chamber but generates higher mixture 
stratification. In summary, this study describes the mixing characteristics of H2 direct injection fuelling 
within the Wankel engine. The study provides important insights for a richer and faster H2 mixture for-
mation. 

1. Introduction
The need for a better world with clean air for future generations is an urgent concern, as human 

activities have led to emissions of NOx, particulate matter (PM), and greenhouse gases (GHGs). A 
significant portion of these emissions comes from the engines in the automobile sector, with over 99% 
of transport powered by combustion engines and more than 90% of transport energy derived from pe-
troleum-based fuels [1]. Stringent regulations aimed at reducing these emissions have driven the devel-
opment of electrification, non-conventional fuels, and technologies or engine concepts that enhance the 
efficiency of vehicle power systems. One promising technology is the Wankel rotary engine, which can 
utilize energy from renewable sources to produce alternative in the form of fuels like H2 or sustainable 
liquid fuels known as electrofuels (e-fuels) suitable for internal combustion engines [2]. The Wankel 
rotary engine, first built in 1957 by Felix Wankel as an alternative to conventional reciprocating piston 
SI engines, features fewer components, making it simpler, lighter, easier to maintain, and compact, and 
it is also extremely well-balanced [3]. These characteristics make it ideal for applications such as aircraft 
or as a range extender in hybrid electric vehicles. 

Among the alternative fuels proposed for internal combustion engines, H2 is considered one of 
the most important and promising options due to its potential to be sourced from various green sources. 
H2 is particularly suitable for operating the Wankel engine, as its high burning velocity and low extinction 
distance allow the flame to reach the crevices when the chamber narrows, thereby improving efficiency 
due to its high combustion rate [4]. Other studies have analysed the effects of injector location and 
nozzle diameter on gasoline combustion characteristics both experimentally [5] and using one-dimen-
sional models [6]. Additionally, some researchers have applied Computational Fluid Dynamics (CFD) 
tools to include H2 to enrich the mixture in varying amounts [7,8] and to analyse the orientation of the 
single-hole jet in the enriched mixture [9]. Building on this work, this research conducts a numerical 
study using CONVERGE CFD v3.1 [10] to investigate the mixing characteristics and performance of 
different direct injector designs for the operation of a H2-dedicated Wankel rotary engine. 
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2. Experimental engine
The available experimental results [11] used to validate the proposed CFD model were previ-

ously obtained at the University of Bath with a 225 cm3 Wankel rotary engine. Some of the technical 
specifications of the engine are presented in Table 1. These experiments were conducted using gasoline 
as the fuel and under stoichiometric conditions. 

Table 1. Engine specifications [12]. 

Engine Type Wankel single rotor 
Power output 40 hp / 30 kW 
Weight 10 kg 
Displacement 225 cm3 
Torque 27 lb/ft @ 8000 rpm 
Compression ratio 9.6:1 
Ignition system Twin spark plug 
Generating radius 69.5 mm 
Eccentricity 11.6 mm 
Width of the rotor housing 51.941 mm 

3. Computational CFD model
The governing equations that CONVERGE solves describe the conservation of mass, momen-

tum, and energy. Some of the implemented submodels include the Reynolds-Averaged Navier-Stokes 
(RANS) Re-Normalisation Group k-ε for turbulence, SAGE as a detailed transient chemistry solver, Red-
lich-Kwong as the equation of state, and the extended Zeldovich for thermal NOx emissions. The ex-
perimental results used to validate the computational model in CONVERGE employ a chemical mech-
anism for Primary Reference Fuel (PRF) blends comprising 48 species and 152 reactions [13], as used 
in previous studies and publications by the authors [14]. The gasoline surrogate used in the validation 
corresponds to a Research Octane Number (RON) of 98 (PRF98), composed of 98% iso-octane and 
2% n-heptane, being the same RON as the gasoline used in the experiments. Validation was performed 
by comparing the pressure trace from the model with the experimental data, corresponding to a Brake 
Mean Effective Pressure (BMEP) of 3 bar at 3000 rpm and Wide-Open Throttle (WOT). The good agree-
ment between the experimental and simulation pressure data, as a representative sample of all the 
processes occurring in the engine, indicates that the model can predict the behavior and trends of using 
H2 as a fuel in a rotary Wankel engine. 

An initial study on the most appropriate injection strategy for H2 injection in this rotary Wankel 
engine determined that aligning the injector with the major axis of the engine [14] is one of the easiest 
and most effective ways to achieve maximum power and lower emissions from H2 combustion in this 
engine concept. To complement these results, different injector geometries were tested based on stud-
ies conducted in a constant volume chamber (CVC) [15]. The assessed geometries were based on the 
external geometry of the Bosch GDI injector HDEV4. This is a hollow-cone injector, but its geometry 
was simplified and modified to deliver the same mass flow rate with single-hole, four-hole, six-hole, and 
ten-hole configurations. The simplified geometry of the injectors and the nozzle diameters, designed to 
maintain a consistent mass flow rate, are shown in Fig. 1. 

Figure 1. Injector geometry comparison. 

4. Hydrogen injection and mixing
The simulations for the injection and mixing of H2 were conducted using the thermodynamic and 

transport properties from the kinetic mechanism of H2/O2 developed by Burke [16]. The injection started 
at 330 degrees after TDCg, when the intake port closes, and lasted for 68.38 degrees to ensure an 

Hollow-cone Single solid-
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Four solid-
cone

Six solid-
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Ø 1.098 mm Ø 0.511 mm Ø 0.418 mm Ø 0.323 mm
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equivalence ratio of 𝜑 πȢυ with an injection pressure of 20 bar. Figure 2(a) shows the increase in H2 
mass in the chamber over time, following a linear profile until 398.38 degrees after TDCg, when the 
injection finishes for all injector geometries. After the injection ends, the leading apex of the rotor passes 
by the crevices generated by the spark plugs on the housing surface. Due to the interaction between 
the H2 jet and the rotor surface, some of the fuel leaks through these crevices [14]. 

From the figure, it can be seen that the injector configuration with the highest fuel losses is the 
single-hole design, as the jet directly impinges on the rotor and is guided into the crevice. Following 
similar flow patterns observed in the CVC cases, the injector geometries that create an angle between 
the jet and the injector axis produce shorter penetration, which keeps the H2 mass further from the 
crevices, thereby retaining more fuel inside the chamber. The figure shows that the hollow-cone config-
uration has the lowest losses through the spark plug crevices, followed by the four-hole, six-hole, and 
ten-hole configurations. Later, when the trailing apex of the rotor passes by the crevice generated by 
the injector, some additional H2 leakage occurs into the following chamber, as indicated in the figure 
after 440 degrees. The amount of leaked fuel at this point depends on the level of mixing achieved up 
to that moment. Considering this, the higher leakage observed for the hollow-cone and four-hole con-
figurations is due to a locally richer mixture near the injector tip. For other geometries, such as the single-
hole, six-hole, and ten-hole configurations, the jets penetrate further, mixing more effectively with the 
bulk air. 

The dynamics of the leakage through the crevices in the housing can be analyzed from Fig. 
2(b), which shows the evolution of the equivalence ratio. An interesting observation from this figure is 
that after the injection, the equivalence ratio increases for all cases except the single-hole configuration, 
indicating that initially only air flows out of the chamber when the crevice opens. Shortly thereafter, some 
H2 begins to leak as it starts to mix, as shown for the four-, six-, and ten-hole cases. Similarly, when 
leakage occurs through the injector crevice, the equivalence ratio increases for the single-hole, six-hole, 
and ten-hole cases, as the mixture is leaner locally near the spark plugs. In contrast, the opposite is 
observed for the hollow-cone and four-hole cases. 

Figure 2(c) presents the fraction of fuel lost through the crevices and the H2 left available in the 
combustion chamber. This figure indicates that the single-hole configuration has the lowest available 
fuel, with only 54.5% of the injected fuel retained, whereas the hollow-cone configuration retains 77.1% 
in the combustion chamber. As mentioned in Fig. 2(b), the hollow-cone and four-hole cases show 14.6% 
and 12.2% mass lost through the injector crevice, respectively, due to the stratification of the mixture 
during this process. The figure also shows that for the multi-hole configurations, such as the four-hole, 
six-hole, and ten-hole injectors, the amount of fuel lost through the injector crevices decreases as the 
number of holes increases, while the amount of fuel lost through the spark plug crevices increases, 
eventually reducing the total available fuel for the ten-hole case. These trends suggest that an excessive 
number of holes negatively affects fuel economy and overall operational efficiency. 

(a)    (b)    (c) 
Figure 2. In-chamber mixture amount (a) H2 mass (b) overall equivalence ratio (c) available injected H2 and leak-

age at top dead center. 
To expand the analysis on mixture formation and describe the mixing quality, the probability 

density function for the equivalence ratio inside the combustion chamber is shown in Fig. 3 for the dif-
ferent injector cases at top dead centre. From the figure, some geometries, such as the single-hole and 
four-hole configurations, exhibit a Gaussian distribution, indicating higher homogeneity of the mixture 
and higher probability values. In contrast, the single-hole, six-hole, and ten-hole configurations result in 
a more uneven and wider distribution, indicating lower mixing quality. According to the CVC results, all 
the solid-cone configurations generate similar mixing levels in a short time; however, implementing these 
injector geometries in the Wankel engine changes this result. This highlights the importance of the in-
teraction between the jets and the bulk flow, as well as the moving walls, to improve H2 diffusion and 
mixing. 
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Figure 3. Probability Density Function distribution of the equivalence ratio in the combustion chamber for different 
injector designs at top dead center. 

To quantify and summarize the information provided in the PDF plots, Table 2 presents the 
mean value and standard deviation of the equivalence ratio distribution for each injector geometry. The 
table shows that the richest mixture, with an equivalence ratio of 0.71, was achieved with the hollow-
cone geometry. As mentioned before, the inhomogeneities in this configuration reduce H2 losses 
through the spark plugs. In contrast, the single-hole case, with an equivalence ratio of 0.49, results in 
the most leakage occurring past the spark plugs. The homogeneity of the mixture, represented by the 
standard deviation in the table, shows a minimum value of 0.15 for the four-hole configuration, indicating 
the most homogeneous mixture. Conversely, the ten-hole configuration presented the most stratified 
mixture with a standard deviation of 0.40. Based on these results, the four-hole configuration is proposed 
as the optimum injector type for H2 operation in a Wankel engine, as it minimizes fuel loss through the 
crevices in the engine housing while still generating a very homogeneous air-fuel mixture. 

Table 2. Mean value and standard deviation of the equivalence ratio in the combustion chamber for different injector 
design at Top Dead Center. 

Injector Type Hollow-cone Single-hole Four-holes Six-holes Ten-holes 
Mean Equivalence ratio [-] 0.71 0.49 0.64 0.65 0.62 
Standard Deviation [-] 0.24 0.17 0.15 0.29 0.40 

5. Conclusions
This study presented the H2 injection and mixing characteristics in a Wankel engine concept 

with different injector geometries. Some of the main conclusions are: 
• The location and size of essential components of an SI Wankel engine, such as spark plugs

and fuel injectors, critically affect the mixing process of air and H2 fuel due to local inhomoge-
neities in the mixture during the leaking process.

• Results showed that the single-hole configuration presents the highest initial H2 leakage through
the spark plug crevices as the H2 jet impinges and is directed to the spark plug region of the
combustion chamber.

• Opposite results are observed with the hollow-cone configuration, as the fuel remains near the
injector region and further from the spark plug crevices.

• Subsequent leakage through the injector crevice is higher for geometries that generate higher
stratification, such as the hollow-cone and four-hole configurations.

• The four-hole configuration resulted in the optimum geometry for H2 injection in the Wankel
engine, as it is one of the cases that presented a richer final mixture at TDC and exhibited one
of the highest mixture homogeneities.
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The pressure to reduce CO2 emissions has forced the car industry to make changes in the combus-
tion engines, for example to use biofuels and hydrogen as fuel. Production of green hydrogen been in-
creased in last years because of increased production of green electricity from wind turbines and solar 
cells. One problem in hydrogen fuelled passenger cars has been the high price of carbon fibre used in 
700 bar high pressure hydrogen tanks. Now it seems that by using new production technologies and 
for example using lignin as raw material for carbon fibre manufacturing, it is possible to lower the price 
of 5 kg hydrogen tanks to about 1000 dollar in coming years [1].

According to MTZ (2-3/2023, p. 24-27) the drive shaft efficiency of fuel cells (including inverter and 
electro motor) is about 40 -50 % and its price is about 4 times higher than combustion engine. New 
methods to increase the efficiency of combustion engine are in research, for example a combination of 
Otto- and Rankine processes, having efficiency of up to 60% is possible [2].

Aumet Oy [3] has developed a 4-2 stroke valve-controlled hydrogen fuelled combustion engine with 
water injection, called Z-engine, working with Z-engine- Rankine combinate process. It has a very 
rapid highpressure gas exchange (tested with test engine) at 120-130 deg. ABDC. after the exhaust 
period between 30 deg. BBDC – 120 deg. ABDC has occurred. The intake air is compressed at full 
load with a turbo charger to 2.5 bar, then intercooled, then compressed to 10 bar and mixed with the 
remaining exhaust gases.

After the gas exchange the pressure in cylinder is about 15 bar and temperature 420K. After the 
gas exchange about 30% water of the gas mass of the cylinder is injected into the cylinder between 
125 – 140 deg. ABDC, to cool the gas in the cylinder and to prevent too early ignition of the at 135 – 
150 deg. ABDC injected hydrogen. As temperature in cylinder is quite low at this point and the pres-
sure is quite high, the water droplets don’t evaporate, but they lower the end compression temperature 
and work.

Fig. 1. The working principle of the Z-engine
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     The high turbulence after the gas exchange mixes well the gases in cylinder and increases the 
cooling effect of the water droplets, lowering the compression work and pressure. The water droplets 
stay liquid until the spark ignition has occurred at about 15 deg. ATDC at full load. As the water 
droplets stay liquid, they act as neutral particles, and they don’t have any effect to the ignition of the 
mixture. After the evaporation of water droplets during combustion, they increase the volume of the 
working gas at about 30%. The needed injected water is condensed is from exhaust gases.

Fig. 2a and 2b. The Z-engine with adjustable turbine bypass valve

       The adjustable turbine bypass system allows the control in cylinder remaining amount of combus-
tion gases and thus the temperature in cylinder during compression phase. The p-V diaphragm shows 
the situation at full load in cylinder. In order to avoid too high cylinder pressure, ignition is made quite 
late, about 15 deg. ATDC. The rapid downward moving piston limits pmax.

Fig. 3. P-V diagram of the Z-engine at full load Fig. 4.  Turbulence energy in cylinder of the Z-engine
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      The combustion duration at full load is 15 deg., max. pressure is 240 bar, max. temperature is 
1780K, BTE 60%, Cr=32:1, lambda =1.0, BMEP = 47.5, 2 cylinder:80*80 mm, 2650 rpm, about 164 
kW., expansion ratio at full load 13;1, at part load 32:1 At high loads the downwards moving piston 
lowers max. pressure and temperature when late ignition. Evaporation cooling from water droplets 
lowers max. temperature and Nox and heat losses. Evaporated water increases Cp after combustion 
in cylinder from about 1.4 to 1.75.

      The high turbulence level in cylinder after the gas exchange mixes the gases well and increases 
the heat transfer between the water droplets and the gas in the cylinder.

Fig 5. p-T diagram of water Fig. 6.  The intake cam mechanism

Ultra-high efficiency hydrogen fuelled combustion engine704



      Cronidur 30 steel is used in the valve mechanism in the cams and silicon nitride in cam follower rolls, 
max. contact pressure about 2 GPa., max. allowed contact pressure about 2.8 GPa. Modern simulation 
tools were used in this project, for example Diesel RK, Chemkin, GT-Power, Fluent etc.

Fig. 7. The picture of the Z-engine with water-cooled compressor
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Abstract. In this study, a modified compression ignition engine powered by hydrogen as the primary 
fuel, using diesel fuel merely as a pilot ignition source, was used to examine the combined effects of 
compression ratio (CR) and water injection (WI) on engine performance and NOx emissions. CR was 
reduced from 17.5 to 13.5, in steps of one point, forcing water and hydrogen into the intake manifold. 
The range of hydrogen energy share (HES) under different engine operating conditions varied from 0% 
to 85%. Results indicate that while NOx emissions rise with HES, CR reduction decreases NOx emis-
sions by 50%. Additionally, WI results in an additional 50% reduction in NOx emissions. Experimental 
evidence shows that WI in conjunction with CR reduction can effectively decrease NOx, attaining an 
efficiency above 35%. This strategy also decreases the maximum in-cylinder pressure, which allows an 
increase in turbocharger pressure and, consequently, engine specific power. 

1. Introduction
To achieve carbon neutrality in the coming decades, the search for alternative fuels for Internal Com-
bustion Engines (ICE) have been intensified. One of the most promising alternatives is provided by the 
use of H2, due to its adaptability to existing infrastructure and potential to facilitate the transition to a 
hydrogen-based economy. H2 has several benefits when combined with innovative technologies, provid-
ing flexibility to satisfy engine specifications, including: 

• Zero carbon content (despite not existing freely in nature, hydrogen is the most abundant
element in the universe).

• It can be produced from renewable energy sources, although currently, 95% of hydrogen is
generated using methods based on fossil fuels.

• It possesses a very high energy density (120 MJ/kg), which is around 3 times that of hydro-
carbon-based fuel.

Using H2 to fuel ICE, combustion parameters differ from fuels based on hydrocarbons, since 
hydrogen burns quicker. Moreover, the high diffusivity of H2 allows a perfect mixture with air, achieving 
almost complete homogeneity when introduced into the combustion chamber. Although H2 can be used 
in compression ignition engines (CIE), it cannot be directly used due to its high self-ignition temperature 
(850 K). This would require either an impractically high CR or heating the intake air, which ultimately 
reduces both volumetric efficiency and engine power. However, using diesel fuel as ignition source, H2 
can be used in dual-fuel mode in CIE. However, the use of H2 is directly related to a slight increase in 
NOx emissions, since their formation mechanism is mainly thermal (Zeldovich mechanism).  

The objective of this research is to evaluate the influence of water injection (WI) on combustion 
and efficiency in a hydrogen-powered ICE. CR will be modified, while relying solely on diesel fuel for 
ignition, over a wide range of CR values. The reduction in NOx emissions will be also quantified. 

2. Materials and methods
Renault 1.5 dCi k9k 766 engine (turbocharged, 63 kW rpm maximum power at 4000 rpm and 220 Nm 
maximum torque at 1800 rpm) was used. The engine has been modified to introduce H2 and water into 
the intake manifold, as shown in Fig. 1. The engine configuration and timing were adjusted using the 
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Commander 4DE from Sybelle, which is the electronic control unit (ECU) that allows to modify most of 
the engine parameters. NOx exhaust gas emissions were measured using a Testo 350 XL. 

Fig. 1. Schematic diagram of the experimental setup 

In this study, a total of 469 tests have been conducted. These test have been carried out at five 
different CR (17.5:1, 16.3:1, 15.5:1, 14.5:1 and 13.5:1), four different engine speeds (1500, 2000, 2500 
and 2750 rpm) and various SOI settings (+10o, +5o and 0o BTDC). At each of these test points, the 
amount of H2 (0 - 2 kg/h) and water (0 - 48 kg/h) was varied. 

3. Results and discussion
The rapid combustion of H2 tends to elevate the gas temperature in the combustion chamber, thereby 
promoting the formation of NOx. In this study, under identical operational conditions (engine speed, SOI, 
HES and water mass flow), NOx emissions decrease as the CR decreases, as expected. Fig. 2 shows 
the evolution of NOx emissions versus CR at different SOI and engine speed, while considering HES 
and WI as parameters. 

Fig. 2. NOx emissions versus CR at 2000 rpm and SOI 10Ü BTDC. 

It can be seen that at CR 16.3 and 80% HES, NOx emissions decrease from 1050 ppm, with 
0.531 g/cycle of water to 700 ppm, with 0.795 g/cycle of water. In this case, a 50% increase in WI leads 
to a 33% reduction in NOx. A very similar behavior can be appreciated in all tested conditions. 
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Effect of CR reduction and WI on a compression ignition engine fueled with straight hydrogen 

WI reduces NOx due to the thermal mechanism, where two different steps occur. The first one 
increases the specific heat of gases, reducing the charge temperature during compression and com-
bustion due to the water high thermal capacity compared to that of air. The second one is related to the 
phase change of water; most of the water that enters the cylinder is in a liquid state, although highly 
atomized. As the compression process advances and the temperature increases, the water undergoes 
a phase change from a liquid to a gas state and, therefore, it absorbs the energy required for the phase 
change. 

Fig. 3 shows the relationship between NOx (in ppm) and the parameter α for all test conditions. 
This parameter was introduced by Serrano et al (2019) and relates the charge thermal capacity, in this 
case, air plus water, with to fuel power.  

Fig. 3. NOx versus the parameter α. 

For low α, in the range of 1.0–1.5, there is a dispersion in NOx emissions, indicating that multiple 
factors influence NOx formation, including thermal capacity, residence time and SOC. However, as α 
increases, this dispersion clearly diminishes. When α reaches approximately 2, NOx emissions achieve 
a minimum in an asymptotic manner, within a range between 200 and 50 ppm for different CR. This 
means that the thermal mechanism clearly dominates and provides a minimum value for NOx, influenced 
by the load thermal capacity enhanced by water. 

Conclusions 
The following conclusions can be drawn from this investigation: 

• NOx emissions increase monotonically with HES for any CR, engine speed or SOI.
• The combination of different parameters, including WI, SOI and CR reduction, all managed sim-

ultaneously, shows a positive trend in NOx reduction.
• The parameter α has proven to be highly effective in determining the maximum amount of WI

needed to control NOx emissions, ensuring that it meets the required limits.
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Abstract. 
In this research, water direct injection into the combustion chamber along with hydrogen direct 

injection was systemically evaluated in a single-cylinder spark ignition engine. The result emphasized 
that 8 mg/cycle of water direct injection during compression stroke enhances 0.9 bar of nIMEP with 
reduced nitrogen oxide (NOx) emissions compared to that of base condition maintaining thermal effi-
ciency. By employing 16 mg/cycle of water injection during compression, the engine’s stability (i.e. cyl-
inder pressure rise rate) was enhanced, leading to an increase in 16 % of gIMEP and a reduction in 
NOx emissions by approximately 20 %.  Boosting, coupled with water injection, further enhances load 
expansion, and reduces knocking incidents, leading to significant improvements in engine performance 
and emissions. 

1. Introduction
The reduction of NOx emissions by lowering the combustion temperature using water injection 

in hydrogen internal combustion engines were investigated by some researchers [1-4].  Nande et al. 
achieved a 1.4 % and 27 % improvement in efficiency and NOx emissions respectively over retarded 
ignition timing [2]. Younkins et al. compared with water injection to multiple injection and showed that 
water injection reduced NOx emissions by 87 % with a 2% fuel consumption penalty, while multiple 
injection reduced NOx emissions by 68% with a 6% fuel consumption penalty [3].  However, previous 
studies conducted experiment in the port water injection with hydrogen direct injection [1,2] or direct 
water injection with hydrogen port injection [3,4] system. This achieved a significant reduction in NOx 
emissions, but limited power output due to low volumetric efficiency. 

The primary objective of this study was to reduce NOx emissions and increase the load while 
maintaining the efficiency of hydrogen direct injection engines with water injection. The effect of water 
injection was evaluated at 14 of compression ratio and 1500 rpm of engine speed. For hydrogen injection, 
the wall-guided injector was used at a pressure of 5 MPa and water was injected using diesel injector 
at 12 MPa. The basic parameters of the engine, such as water injection timing and water injection rate 
with the main aim of expend the load. Experimental studies were also conducted under boosting condi-
tions to maximise the feasibility of water injection. 
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Table 1. Engine specifications and condition 

Fig. 1. Water injection system and engine 
head configuration  

3. Results

3.1 Load expansion by water injection timing 

In the water injection timing sweep experiment for load expansion, the water injection quantity 
was maintained at 8 mg/cycle, which was determined to be optimal for thermal efficiency. The water 
injection timing was varied bTDC from 360 to -360 °CA. The throttle was fully open, and hydrogen 
injection timing was fixed at bTDC 160 °CA which shows the highest load at the rich limit (i.e., knock 
incidence <20% or MPRR <5 bar/deg) in previous experiment. Since the load at the rich limit was 
explored under WOT conditions, the excess air ratio varied under all conditions, but was approxi-
mately between 1.4 and 1.62. The nIMEP, excess air ratio and NOx emissions in various water injec-
tion timing are illustrated in Fig. 2. For water injection during combustion, nIMEP was slightly in-
creased but the nITE decreased due to the negative effect on combustion. For water injection in gas 
exchange stroke (i.e. intake and exhaust), nIMEP increased due to the denser fresh air resulting from 
the cooled residual gas and in-cylinder temperature.  

It should be noted that the rich limit and the load were expanded the most at bTDC 140 °CA 
with water injection. The load expansion with water injection was remarkable in the compression 
stroke. Water injected at this timing directly lowers in-cylinder temperature. Both MPRR and knocking 
were reduced due to the lower initial pressure rise rate. After bTDC 140 °CA of water injection timing, 
the nIMEP slightly decreases because the decreasing in-cylinder volume increases wall wetting. 
Therefore, the NOx emissions were increased, mitigating the cooling effect of water injection. 

3.2 Load expansion by water injection rate 

Fig. 3 illustrates the result of gIMEP and NOx emissions at the rich limit at various water injection 
rates of 4,8,12 and 16 mg/cycle at 140 °CA bTDC, which shows the highest load expansion rate with 
reduced NOx emissions in Fig. 2. It was effectively suppressed with the approximately 5 bar/deg of 
MPRR, however, for knocking incidence, limited to 25.3 % in base condition (i.e. no water injection). 
Reduced both knocking incidence and pressure rise rate allowed a 1.22 bar increase in gIMEP from 
base condition at 16 mg/cycle. NOx emissions were effectively lowered by around 20 % due to the  
63 K lower temperature at the start of combustion. 

Engine speed [rpm] 1500 
Stroke [mm] 84.5 
Bore [mm] 77.2 
Connecting rod [mm] 140 
Displacement volume 
[cc] 

395.5 

Compression ratio [-] 14 
Int/Exh valve duration 
[CA] 

224/232 

Tumble ratio 1.1 
Hydrogen injector Turbo-GDI injector (5 MPa) 
Water injector Diesel injector with common 

rail (5 MPa) 
Hydrogen injection 
timing [CA bTDC] 

140, 160 

Water injection timing 
[CA  bTDC] 

360 ~ -360 

2. Experimental setup
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engine and its application toward load extension

Fig. 3 also shows the retarded ignition timing which is a common method employed to mitigate 
knocking in conventional SI engines. The knocking incidence was 0 at both the result of retarding 
ignition timing and water injection 16 mg/cycle, but the load expansion rate of water injection was 
slightly higher than that of retarding ignition timing. Notably, the NOx was significantly reduced with 
water injection compared to retarding ignition timing case, and gIMEP was slightly enhanced. Fur-
thermore, NOx emissions of the retarded ignition timing were higher and lower 1.45% nITE than the 
base condition, while the water injection strategy improved nITE by 0.64%.  

3.3 Load expansion by boosting with water injection 

The experimental results of load expansion by boosting and boosting with water injection are 
shown in Fig. 4. The hydrogen injection timing was fixed at 140 °CA bTDC, and the throttle was fully 
opened. The water injection timing was fixed at 140 °CA bTDC and the water injection rate was also 
fixed at 16 mg/cycle. Firstly, the boosting cases not only enhance air intake but also allow 3.8 bar of 
load expansion in intake pressure 1.6 bar condition by mitigating MPRR and knocking incidence. The 
knocking incidence was lowered by 25.3 %, 17.45 %, 14.53 %, and 5.32 % in base, 1.2 bar, 1.4 bar, 
and 1.6 bar boost-only conditions respectively as enhancing intake pressure, however, the knocking 
still occurred.  

With water injection, knocking incidences were almost zero thanks to reduced in-cylinder tem-
perature. To analyze the effect of water injection under boosting conditions, the spark timing was set 
to MPRR 5 bar/deg, and all other operating parameters were kept constant except for the spark timing 
during water injection. For boosting with water injection, the increase of 0.3 ~ 0.55 of gIMEP than only 
boosting condition was achieved. Finally, 13.69 bar was achieved retarding ignition timing in intake 
pressure 1.6 bar with 16 mg of water injection. In this condition, NOx emissions were reduced from 
16.6 g/kwh to 12.0 g/kwh compared to the base condition. 

Fig. 2. Effect of water injection timing on nIMEP and NOx emissions 

Fig. 3. Effect of water injection rate on gIMEP and NOx emissions 
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Fig. 4. Load expansion by boosting with water injection 

Conclusions 
The experimental investigation of the effects of water direct injection as a strategy for improving 

load and reducing NOx in hydrogen fueled spark ignition engine. The water injection at compression 
stroke directly reduced the in-cylinder temperature, leading to notable load expansion due to reducing 
both MPRR and knocking. Water injection offers notable benefits in terms of increased engine stability 
including knocking and MPRR, enhanced load expansion rates, and reduced NOx emissions and these 
benefits were maximized as the amount of water increased. Moreover, when combined with boosting, 
water injection enabled achieving 78% of load expansion without encountering knocking issues com-
pared to without both boosting and water injection condition.  
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Abstract. The integration of hydrogen (H2) as a fuel for internal combustion engines (ICEs) offers a 
promising avenue towards eco-friendly transportation. Despite having relatively simple combustion 
chemistry, H2 combustion in ICEs needs to overcome challenges like high flame speed, wide flamma-
bility limits, extremely thin flame thickness, and thermo-diffusive instabilities (TDI). The scale-resolving 
3-dimensional (3D) computational fluid dynamics (CFD) simulation of H2 combustion at engine-relevant
conditions is an accepted strategy for understanding these complex phenomena. Thus, to enhance the
understanding of H2 combustion in ICEs, this study presents an advanced numerical investigation of H2
combustion within ICEs using Large Eddy Simulation (LES). The primary objective of this research is to
investigate the crucial influence of TDI on the dynamics of H2 flames under elevated temperatures and
pressure conditions pertinent to ICEs. The simulation is carried out using StarCCM+ on a simplified
piston-cylinder configuration, which accurately captures the key operational parameters of ICEs. For
Turbulence-Chemistry Interactions (TCI), a dynamic Thickened Flame Model (TFM) is used. The com-
bustion model is combined with Adaptive Mesh Refinement (AMR) within the reaction zone, where re-
action sources are calculated using a detailed chemistry model. In order to consider suppressed TDI
caused by artificial flame thickening, a TDI efficiency model is integrated into the TFM. The results of
the TFM model have been validated against the established Turbulent Flame Speed Closure (TFC)
model predictions for lean fuel-air combustion conditions. Quantitative comparisons reveal that the TFM
results when integrated with the TDI efficiency model, align closely with those of the TFC model. Addi-
tionally, the TFM effectively captures the dynamics of H2 flame propagation at high pressures.

Bibliography 
CAD Crank Angle Degree. 

TDC Top Dead Center. 

𝜙 Fuel-air equivalence ratio. 

c Progress variable (ranges from 0 to 1, where c=1 represents a completely burnt mixture). 

TDI Thermo-Diffusive Instabilities. 

LES Large Eddy Simulations. 

𝑇𝐹𝑀 Thickened Flame Model. 

TFC Turbulent Flame speed Closure. 

1. Introduction
The use of H2 as a fuel for ICEs offers a promising path towards environmentally friendly trans-

portation. However, utilizing hydrogen in ICEs presents significant challenges due to its specific molec-
ular transport properties compared to conventional hydrocarbon fuels. One major concern is the TDI of 
lean premixed hydrogen flames. This is caused by the difference between molecular and thermal diffu-
sions, leading to low-Lewis number effects. Aniello et al. [1] recently addressed the TDI effects in the 
context of LES with TFM combustion model. They introduced an efficiency factor to increase the local 
reaction rate, compensating for the reduced TDI instabilities and flame acceleration due to thickening. 
They assumed a separation of scales between turbulent and TDI phenomena, as these occur at distinct 
scales, and proposed a TDI closure model based on direct numerical simulation (DNS) derived correla-
tions for hydrogen-air mixtures, as indicated in [2]. 
           This new model was tested for lean hydrogen-air combustion in an atmospheric swirled burner, 
revealing that TDI instabilities enhance local reaction rates in lean flame areas. However, the TFM-TDI 
model has only been tested under atmospheric conditions. Studies [2] show that TDI instabilities are 
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significantly influenced by pressure variations. At higher pressures, the flame surface wrinkling struc-
tures resulting from TDI instabilities amplify, strongly affecting the overall flame propagation speed. 
Therefore, the main objective of this research is to investigate the TDI-TFM model under the high pres-
sures relevant to ICEs. 

2. Solution methodology and computational setup
           In this study, turbulence combustion modelling is approached using LES. The set of transport 
equations is solved using the advanced commercial CFD solver StarCCM+ [3] in a simple piston-cylinder 
configuration, as detailed in [4].The chemistry is introduced using a detailed chemistry mechanism [5] 
within a multicomponent transport modelling framework, and the turbulent-chemistry interaction is mod-
elled using TFC [6] and TFM [7] combustion models. The TDI effect is incorporated into TFM using an 
additional efficiency factor, following the correlation by Berger et al. [2] as detailed in [8]. To investigate 
the effect of TDI in TFM, two sets of TFM simulations, with and without TDI, are conducted, and the 
results are compared with the TFC model, which is widely used for hydrogen combustion simulations in 
ICEs [9], [10]. The cylinder region is resolved with more than 3.8×106grids, and in the case of TFM 
simulations, due to the dynamic resolution of the flame front using AMR, the grid count increases up to 
65 ×106. The TFM simulations are performed with a constant flame thickness of 0.25 mm, with the flame 
resolved by 8 cells. During combustion, the pressure increase inside the cylinder reduces the laminar 
flame thickness, resulting in large flame thickening factors of up to 30. These high flame thickening 
factors suppress hydrodynamic instability induced flame area enlargement and lead to an extreme un-
derprediction of overall combustion speed. Therefore, in this study, the maximum flame thickening factor 
was limited to a value of 5. The validity of this assumption will be further evaluated in future studies. 
Further details about the engine setup and simulation conditions are provided in Table 1. 

Table 1. Simulation setup specifications 

Stroke [mm] 60 
Bore [mm] 75 
Engine speed [RPM] 560 
Compression ratio 10 
Fuel H2 
Oxidizer Air 
Wall temperature [K] 400 
Charge temperature [K] 400 
Charge pressure [atm] 1 
Spark time [CAD] 3 before TDC 

3. Results and discussion
           Figure 1 shows the performance of different combustion models and configurations by comparing 
the cylinder's mean pressure and mean fuel mass fraction predictions during combustion. Taking the 
TFC results as a reference, it is clear that the TFM simulations without the TDI effect significantly under-
predict the pressure rise and fuel consumption rate. This discrepancy occurs because the thickening in 
TFM removes the TDI flame area enlargement effect, as the TDI wrinkling scales are of the same scale 
of the laminar flame thickness [8]. However, including the TDI effect in the TFM simulations using the 
TDI efficiency factor significantly improves the results, making them closely match the TFC results. This 
improvement is consistent with the findings in [8], which reported that the TDI effect in TFM increases 
the fuel consumption rate for lean hydrogen-air combustion under atmospheric conditions. These results 
extend this observation to high-pressure engine conditions, demonstrating a similar improvement.
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Fig. 1. Evolution of mean cylinder pressure and fuel mass fraction during Combustion with different modeling 
configurations. 

           Figure 2 illustrate the flame profiles obtained from TFM-TDI simulations at various CADs. The 
profiles are visualized using the progress variable isosurface at (c=0.9), colored by hydrogen mole frac-
tion.  
           After ignition, a spherical flame expands until it contacts the cylinder head and piston walls, form-
ing an annular shape within the cylinder. As the flame grows, it interacts with turbulent eddies, causing 
the flame surface to wrinkle. This wrinkling intensifies as the combustion process progresses due to 
ongoing interactions with turbulent eddies in the unburned regions. A detailed examination of Fig. 2. 
reveals two distinct scales of flame surface wrinkling. In addition to larger wrinkles induced by turbu-
lence, smaller structures begin to develop and spread on the flame surface. As the flame propagates, 
these small structures grow and gradually extend across the entire flame surface, leading to further 
flame surface enlargement and resulting in flame front acceleration. These structures closely resemble 
the cellular patterns observed experimentally on the surfaces of expanding spherical hydrogen flames 
under high pressures by Tse et al. [11]. Similar patterns have also been reported in several DNS studies 
of spherical and cylindrical hydrogen flames [12], [13].  

Fig. 2. Flame front evolution visualized by progress variable isosurface (c = 0.9) across various CADs for lean 
(𝜙 = 0.5) TFM-TDI combustion simulation 

Conclusions 
This research demonstrates that incorporating the TDI effect in TFM simulations significantly 

improves predictions of pressure rise and fuel consumption rate. This finding, consistent with previous 
studies under atmospheric conditions, also applies to high-pressure engine conditions, emphasizing the 
importance of including the TDI effect for accurate hydrogen combustion modeling in ICEs. 
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Abstract. Lean hydrogen combustion is prone to thermodiffusive instabilities due to preferential diffu-
sion leading to variations in the local equivalence ratio. This work investigates the prominence of such 
instabilities in internal combustion engine applications by studying planar flame images recorded in an 
optically accessible research engine using laser-induced fluorescence of inert SO2 tracer gas. The com-
parison of mixtures with varying Lewis numbers shows that conditions with Lewis numbers far below 
unity have a higher number of cellular structures with smaller characteristic lengths along the flame front, 
indicating higher instabilities. This study reveals that thermodiffusive instabilities can be resolved under 
lean hydrogen-fueled conditions within the dynamic and highly turbulent environment of internal com-
bustion engines. 

1. Introduction
Hydrogen presents a promising alternative for reducing greenhouse gas emissions in internal combus-
tion engines (ICEs). Unlike traditional hydrocarbon fuels, hydrogen has a higher diffusivity, which signif-
icantly affects flame propagation characteristics. In direct numerical simulations (DNS) it was shown for 
laminar flows that thermodiffusive instabilities occur in lean H2 mixtures under the thermodynamic con-
ditions prevailing in ICEs [1]. In turbulent flows, however, it is unclear whether the turbulent flow domi-
nates the flame wrinkling or whether it promotes the thermodiffusive instabilities. Therefore, it is of high 
relevance to understand the possible influence of these instabilities on flame propagation in ICEs. To 
investigate these phenomena, this study focuses on visualizing the early flame under lean premixed 
hydrogen conditions using an optically accessible spark ignition engine and planar laser-induced fluo-
rescence (LIF). Two reference conditions were used where thermodiffusive instabilities are not ex-
pected: one with hydrogen fuel and simulated exhaust gas recirculation (EGR) at stoichiometric condi-
tions, and another with stoichiometric premixed methane. By examining these conditions, this work aims 
to identify and characterize the cellular structures associated with thermodiffusive instabilities. Shedding 
light on these structures is crucial for determining their influence on early flame propagation, ultimately 
providing valuable insights for accurately modeling and simulating hydrogen-fueled ICEs. 

2. Methodology

2.1 Experimental Setup 

The Darmstadt Engine is a single-cylinder optically accessible engine widely used as a reference for 
modeling and simulation [2–4]. In this work, the engine operating conditions were extended to include 
the use of premixed H2. The fuel was injected well upstream of the intake valves to ensure homogene-
ous mixing of the air-fuel mixture. The engine has a compression ratio of 8.7, a spray-guided 4-valve 
pent-roof cylinder head, a centrally positioned spark plug, a quartz glass cylinder liner and a flat piston 
window. More detailed information on the engine and its flow characteristics can be found in [2,3]. 

Flame visualization was performed using sulfur dioxide (SO2) LIF, a technique that has proven 
effective to resolve the flame front in previous research [5]. A 10 Hz LIF setup was used for different 
operating conditions to acquire one image per cycle using a frequency quadrupled Nd:YAG laser and 
an Imager M-lite (LaVision) coupled with an image intensifier (IRO, LaVision). The experimental setup 
is shown in Figure 1. The operating conditions are given in Table 1 where N is the engine speed in 
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rotations per minute (rpm), pintake is the intake pressure in bar, tign and tLIF are the ignition and image 
timing in crank angle degree (°CA) and λ is the air/fuel equivalence ratio. EGR was simulated by as-
suming nitrogen (N2) as the only recirculated exhaust gas and by mixing it with air upstream of the intake 
pipe. The pressure at ignition pignition is the average for all cycles of each condition and the temperature 
at ignition Tignition was calculated using an isentropic assumption following [6]. Although the complete 
pressure trace of the conditions varies, the initial conditions of ignition are the same except for the H2 
with EGR case, which has the ignition delayed to obtain similar combustion phasing as the other condi-
tions. Additionally, the effective Lewis number (Leeff) at the time of ignition for each condition was calcu-
lated according to [7,8] with the mechanisms of Burke et al. [9] for the H2 conditions and GRI-Mech 3.0 
[10] for the CH4 conditions.

Table 1. Operating conditions. °CA: Crank angle degrees after compression top dead center (TDC) 

N pintake tign tLIF Fuel 𝝀 EGR pignition Tignition Leeff
[rpm] [bar] [°CA] [°CA] [−] [−] [%] [bar] [K] [−]

800 0.95 -16.6 -8.6 H2 2.56 0 13.3 775 0.397 
3.2 12.8 775 0.368 
4.2 12.7 775 0.346 

800 0.95 -8.8 -5.2 H2 1 40 13.2 786 0.918 
-16.6 -8.6 CH4 1 0 13.1 775 1.024 

2.2 Flame Cell Detection 

Flame cell detection was performed using a custom MATLAB script. The process starts by binarizing 
the raw images, whereby the images are background subtracted, energy corrected and filtered (gauss-
ian filter with varying sigma determined by a sensitivity analysis). Then Otsu’s method is applied and 
followed by a smoothing of the contours of the binarized flames. A curvature value was computed for 
each point along the flame front with negative curvature values assigned to points in concave segments. 
Points with curvature values less than -3 mm-1 were identified as cusp regions. Furthermore, if a section 
between two cusps consisted entirely of points with negative curvature, all these points were classified 
as a single cusp together with the bounding cusps. Thus, a flame cell begins at the midpoint of one cusp 
and ends at the midpoint of the next cusp. Finally, sections bounded by only one cusp, such as segments 
in contact with the frame boundaries, were excluded from the analysis. 

3. Results and Discussion
To visualize the flame differences between conditions without and with expected thermodiffusive insta-
bilities, Figure 2 shows the normalized intensity and flame contour with each cell detected for a single 
cycle of the CH4 with λ = 1 and H2 with λ = 2.56 conditions. Although the images are manually selected, 
they serve to compare the differences between the flames of the two conditions. Different cell structures 
are shown as contours with different consecutive color segments. Flame intensity is normalized to the 
maximum intensity recorded for each condition. As the intensities are derived from SO2-LIF signals, 
they are a representation of the gas temperature, with higher intensities indicating higher temperatures. 

Figure 1. Schematic of the experimental setup 
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There is a clear contrast between the two conditions. While CH4 flames have a more homoge-
neous intensity distribution within the burned gas region, the hydrogen flame shows more inhomogene-
ity. There are more gaps of lower intensity, which is also reflected in the flame front cell detection. In 
terms of the flame front, the CH4 flame has a smoother front resulting in larger cells, while the H2 flame 
front has a more cellular structure represented by the higher number of smaller cells. This cellular flame 
front is similar to canonical images of spherically expanding laminar flames with thermodiffusive insta-
bilities [11], suggesting that the detected structures are indeed cells of thermodiffusive instabilities. 

In order to quantify the trends found in the representative single cycles, Figure 3 shows the 
probability density function (PDF) of the cell size distribution for all images of the conditions studied. 
Assuming that each cell structure is a semicircle, the computed cell size λcell is taken as the diameter of 
such a semicircle. Although the cells are not exactly semicircular, this definition is retained to be con-
sistent with the literature. The characteristic cell size for the lean H2 flames is clearly separated from the 
characteristic cell size of the other conditions: the former is around 230 µm, while the latter is around 
360 µm. Even though the obtained cell sizes are slightly higher than DNS studies of thermodiffusive 
instabilities [1], it is important to consider that these simulations are made in a two-dimensional domain 
under laminar conditions, while three-dimensional effects and turbulence can influence the cell sizes. 
The distribution of cell sizes is narrower for lean conditions compared to stoichiometric conditions, indi-
cating a strong prevalence of smaller cells. Furthermore, the effective Lewis number has a clear corre-
lation with the distribution of cell sizes. Cases with Leeff < 0.4 show a narrower distribution shifted to-
wards smaller values. In contrast, the distribution in the cases where Leeff ≈ 1 suggests that their 
structures are more likely associated with engine flow turbulence rather than thermodiffusive instabilities 
due to the lack of preferential diffusion. To account for the length of the flame front captured within the 
ROI for the different conditions, the number of cells detected (Ncells) per flame front length (Lfront) is also 
shown on the right side of Figure 3. Conditions with thermodiffusive instabilities have a higher cell num-
ber density, with values close to 1.5 mm-1. The other conditions have a lower cell number density, not 
even reaching 1 mm-1, due to the larger size of the cells detected. 

Figure 2. Instantaneous flame images and cells detected for individually selected cycles for CH4 with 𝜆 = 1 
and H2 with 𝜆 = 2.56 each consecutive cell is colored separately. Images are taken at -8.6 °CA 

Figure 3. Cell size distribution and cell density. Data taken at -8.6 °CA for lean hydrogen and stoichio-
metric methane conditions; at -5.6 °CA for hydrogen with EGR condition 
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Therefore, evidenced by the single cycle images and the statistical analysis approach, cases 
with low Leeff contain flame cell structures typical of thermodiffusive instabilities. To the best of the au-
thors' knowledge, this is the first time that such structures have been detected in ICE applications. 

4. Conclusions
The cellular flame front of thermodiffusive instabilities has been visualized by SO2-LIF inside an ICE. 
These instabilities were previously known to exist in more controlled laminar conditions and in DNS 
studies, but their impact on more practical applications within turbulent flows has been largely unknown. 
This demonstrates that although other processes such as turbulence, convection and volume confine-
ment influence lean hydrogen combustion in ICEs, thermodiffusive instabilities also play a role in the 
early flame propagation. In order to characterize these instabilities, analysis techniques previously used 
for DNS of laminar cases were adopted to extract the cells size from the flame front of experimentally 
measured data. For lean H2 conditions, where the effective Lewis number is far below unity and ther-
modiffusive instabilities are present, a characteristic cell size of ≈ 230 µm was identified. In contrast, for 
conditions without thermodiffusive instabilities, larger and more widely distributed cell sizes were de-
tected. This research contributes to a better understanding of the impact of thermodiffusive instabilities 
on early flame propagation, providing key insights that could improve the predictive accuracy of models 
used to simulate combustion in hydrogen-fueled engines. 
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Abstract. With the aim of achieving net-zero emission standards, internal combustion (IC) engines must 
enhance their efficiency and incorporate alternative fuels into their operations. Ammonia (NH3) emerges 
as a promising fuel for IC engines due to its high hydrogen content and the well-established infrastruc-
ture for its production and transportation. Given the low flame speed of NH3, it is essential to explore 
alternatives for accelerating the burning rate. One of the most promising methods to improve NH3 engine 
performance is the use of multiple spark plugs to create ignition points at various locations within the 
combustion chamber, thereby facilitating faster combustion of the charge. In this study, optical experi-
ments are employed to validate a 3D-CFD numerical model. The optical data is subsequently used to 
enhance the validation of a pure thermodynamic engine model, providing crucial insights into NH3 flame 
development. This work establishes the groundwork for the best practices in CFD modeling to capture 
the complex interactions of NH3 multi-flame dynamics, paving the way for future engine optimization 
studies. 

1. Introduction
Meeting world energy demands relies primarily on the utilization of hydrocarbons. The transport 

sector represents about 20% of total energy consumption, with road mobility accounting for 72% of this 
fraction [1]. In the U.S., the transportation sector is the leading emitter of greenhouse gases [2]. To 
achieve established international environmental goals and net-zero targets, internal combustion (IC) 
engines must reduce their emissions. This can be accomplished either by enhancing engine efficiency 
or by utilizing alternative fuels. Ammonia (NH3) emerges as a promising candidate for direct application 
in IC engines as a carbon-free fuel, benefiting from its high hydrogen content. The NH3 production and 
transportation industry is well-established, reducing barriers for near-future deployment. Due to the high-
octane number of NH3, engines can operate at high compression ratios without safety concerns. One 
challenge of NH3 combustion in IC engines is its very slow flame speed, even at high compression ratios, 
which limits the operation range. A conventional solution is the use of blends with faster-burning fuels 
like hydrogen to enhance the burning rate [3]. An innovative approach to boost the burning rate is oper-
ating the engine with NH3 combustion using multiple spark plugs. This technique allows multiple flame 
kernels to grow, collapse, and cover the entire combustion chamber more quickly and stably, thereby 
improving efficiency and reducing variability [4, 5]. In this study, optical experiments are used to validate 
a numerical model for the SI multi-spark NH3 engine operation. This work establishes the best strategies 
in CFD engine modeling for capturing the complex NH3 multi-flame interactions, paving the way for 
future optimization investigations. 

2. Optical experiments
The engine used in this study is a single-cylinder AVL CI optical research engine (AVL-2402), 

converted to SI mode. The engine piston is a flat-quartz, extended Bowditch piston for the optical access 
from the high-speed camera at the bottom. Four sparks are installed in a specialized metal liner in order 
to generate multiple kernels as shown in the schematic of the system in Figure 1. The original spark 
plug is kept with a top-central-mounted installation. As shown, there are 5 sparks that may be activated; 
in this case, the release of energy for the ignition initiation occurs simultaneously at -30 CAD in all the 5 
different arcs. Moreover, some of the important engine specifications may be consulted in the following 
references: [4, 5]. 
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3. Numerical approach
3.1 Numerical setup 

The AVL optical engine was modeled and the numerical simulations were executed in the den-
sity-based finite volume CFD solver CONVERGETM 3.0 due to its multi-physical capabilities. The com-
putational domain is illustrated in Figure 1 c). As observed, the entire geometry was modeled, yet the 
analysis of the impact of considering the spark plug geometries on the model predictability will be dis-
cussed in the next section. The RNG 𝜅 − 𝜖 closure model is selected for the Reynolds-averaged Navier-
Stokes turbulence modeling [6]. Pressure-implicit with splitting of operators’ algorithm is employed to 
couple pressure and velocity dynamics [7]. Wall heat transfer is calculated with the O'Rourke and Ams-
den model [8]. The Redlich-Kwong equation of state is used along with real gas properties and mixture-
averaged diffusion coefficients. Turbulent Prandtl and Schmidt numbers are set as 0.9 and 0.78, re-
spectively. The multi-zone well-stirred reactor (MZ-WSR) SAGE combustion model is selected to solve 
for chemistry with the Zhang mechanism [9] for the homogeneous independent reactors on each ele-
ment of the computational domain. Simulation starts at -175 CAD and last until 900 CAD covering a full 
cycle. Variable time-step algorithm is implemented with the minimum time step governed by the critical 
Courant-Friedrichs-Lewy number. Boundary conditions are adopted from experiments [4, 5]. The mix-
ture composition is stoichiometric and assumed as a perfectly mixed inflow boundary condition. Con-
stant Dirichlet pressure inlet and outlet boundary conditions are set, which simplifies the exchange gases 
process, yet capturing the correct delivered mass per cycle. Piston, liner and head walls are kept at 450 
K, while the intake and exhaust systems temperatures are maintained at 333 K and 500 K, respectively. 
To mimic the spark, an energy source is set on each spark plug region. The source occurs in the spark 
plug gap in a spherical region. Mesh refinement techniques are applied in regions where strong gradient 
of variables are expected to occur. Moreover, walls embedding are adopted to capture near-wall phys-
ics. Spherical embeddings are implemented in the spark plug regions. Adaptive mesh refinement (AMR) 
is based on velocity and temperature. Mesh features are presented in Figure 1 c) bottom, and the details 
can be consulted in Table 1 for the five different evaluated configurations. 

3.1 Validation stage and simulation strategy
The first step in the calibration of an engine model is related to the proper representation of the 

compression and expansion of the engine's work fluid. Optical engines experience large leakages due 
to the modifications and the setup configuration. Therefore, in order to assure a correct compression, 
crevices model is crucial in this type of computations. Based on literature [10], 7.5% of the total inducted 
mass per cycle is allowed to leak to the crankcase. The model was then calibrated targeting the squish 
distance, for which the geometrical compression ratio was set as CR = 12 to achieve the correct pres-
sure evolution. Pressure traces in the motoring operation are then used to corroborate the results and 
the comparison is presented in Figure 2 a). With the motoring case adjusted, the combustion cycle is 
assessed. Aiming to understand the model sensitivity to mesh characteristics, different meshes are 
tested and the cases features are depicted in Table 1. The baseline case setup is established based on 
literature [11], whereas the additional models attempt to improve the description of the initial kernel 
growth with the refinement of the mesh in the spark plug region. Additionally, a cylindrical embedding of 
the combustion chamber is explored to observe the keys aspects of the main chamber turbulence dis-
sipation. Furthermore, AMR is used in meshes 3 and 4 to refine the zones where the flame is developing. 

a) b)

Bottom view

c)

Figure 1. a) Schematic of the setup, b) bottom view of the combustion chamber arrangement, 
highlighting the multiple spark locations [4, 5], and c) computational domain and mesh features 
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Finally, the geometry of all the spark plugs is introduced in mesh 4 and its effects on the combustion 
behavior will be explained in detail below. 

Table 1. Mesh features in the mesh sensitivity analysis 

4. Results and discussion
Figure 2 b) shows the pressure and heat release rate (HRR) evolution for the different evaluated 

cases. 100 combustion experimental cycles are used as benchmark for comparison. Upon initial obser-
vation, Baseline, Mesh 1 and 2 under-predict how combustion behaves and, although properly capturing 
the ignition delay (begin of HRR matching experiments), the rate is slower than the reported in the 
experiments. The observed behavior is a consequence of the coarse mesh in the spark plug region and 
the lack of AMR. The coarse mesh promotes a dissipation of the energy in a bigger volume, reducing 
the density in the release of energy. Furthermore, the flame grows towards a coarse zone (combustion 
chamber without refinements), catalyzing the same combustion response. On the other hand, Mesh 3 
over-predicts the release of heat and the peak pressure reaches higher values when compared to ex-
periments. Although the mesh in the spark plug surroundings is refined, as well as the combustion 
chamber, the ignition delay is shorter and a rapid raise of the in-cylinder pressure is appreciated. This 
behavior suggests an incorrect prediction of the thermodynamic state and fluid-dynamic conditions in 
the elements where ignition takes place. Therefore, the geometrical details of the spark plugs are in-
cluded in the Mesh 4 model, aiming to improve the predictions in the local flow field. Remarkably, the 
ignition delay is improved and the overall engine performance is satisfactorily described by the numerical 
model. To further demonstrate the model prediction capabilities, the flame development and topology is 
analyzed in Figure 3. Upon initial assessment, the flame topology is closely captured. The multiple flame 
kernels are achieved in the computations and the evolution of the flame shows a similar topology to the 
optical images. 

Figure 2. a) Pressure evolution for the motoring case validation and b) pressure and heat release rate compar-
ison between numerical results and experiments for the different evaluated cases in the mesh sensitivity analysis 

It is worth it to highlight the bottom flame (SP 3, Figure 1 b)). CFD results showcase very accu-
rate qualitatively predictions in the flame development and the model is satisfactorily validated. Future 
studies exploring flame dynamics, interaction and engine optimization will be executed using this study 
as a benchmark. 

a) b)
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Figure 3. Flame development captured by a) optical experiments and b) numerical results with Mesh 4 model. 
Cross plane for the temperature profile at z = - 3 mm in the middle of the spark plugs gap

Conclusions 
This study delves into the development and validation of the SI multi-spark NH3 CFD model. 

Advanced optical diagnostic techniques were employed as benchmarks for comparison, particularly in 
terms of flame development. Key features are identified for best practices in CFD modeling of NH3 en-
gines, such as the proper resolution of the mesh in the spark plug region to accurately capture ignition 
delay timings. Additionally, the incorporation of spark plug geometries enhanced the predictability of 
combustion by improving the predictions of the local flow field at the onset of ignition. Flame develop-
ment showed a highly accurate qualitative agreement between the 3D-CFD results and optical experi-
ments. Building on this foundation, future optimization studies are planned using the developed model. 
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1. Introduction
The transition to sustainable energy sources is crucial for addressing the global challenge of climate 
change. Among various alternatives, hydrogen has emerged as a promising candidate due to its 
potential for zero-carbon energy production and utilization. However, the storage and transportation of 
hydrogen present significant challenges, which has led researchers to explore various hydrogen 
carriers. Ammonia, with its high hydrogen content and established industrial infrastructure, has gained 
attention as a potential vector for renewable hydrogen. 

    Ammonia (NH3) is particularly compelling not only as a vector of renewably produced hydrogen, 
but also as a carbon-neutral fuel because it contains no fuel-bound carbon. This characteristic makes 
ammonia an attractive option for decarbonizing the transport sector, particularly as a fuel for diesel 
engines in road and marine transportation. Furthermore, ammonia can be synthesized using renewable 
energy sources through processes including electrolysis and the Haber-Bosch method, creating a 
sustainable cycle of production and utilization. 

 Despite these advantages, the use of anhydrous ammonia as a fuel is not without challenges. Its 
high volatility and toxicity make it dangerous and difficult to be handled safely. To address these issues, 
a water solution of ammonium hydroxide (NH4OH) was proposed to investigate for potential use as a 
fuel in a diesel engine. Ammonium hydroxide, also referred to as aqueous ammonia, is simply 
synthesized by saturating water with ammonia, and is liquid phase under atmospheric conditions; 
therefore, the storage of such a fuel does not require high pressure. Previous work established that 
engine intake air aspirated ammonium hydroxide solution could contribute to energy release during co-
combustion with direct injected fossil diesel fuel [1]. However, the presence of water was found to reduce 
the combustion stability and limit the extent to which aqueous ammonia could displace diesel fuel. 

 This study therefore explores the potential of ignition improving additives for ammonium hydroxide 
and fossil diesel dual-fuel combustion in a single-cylinder diesel engine. Tests were undertaken at 
constant engine work but with varying levels of displacement of diesel fuel by aspirated aqueous 
ammonia, with measurements of combustion characteristics and both gaseous and particulate exhaust 
emissions. 

2. Methodology
Engine tests were undertaken using a pilot direct injection of diesel alongside the aspiration of the 
aqueous ammonia solution. The fossil diesel utilized was of zero FAME content, while the 28% 
ammonium hydroxide solution was sourced from Sigma-Aldrich, with a boiling point of 38 °C, a melting 
point of -58 °C, a density of 0.9 g/ml at 25 °C, and a vapor pressure of 2160 mm Hg at 25 °C. Two 
chemical additives, hydrogen peroxide and ammonium nitrate [2], were selected to blend with 
ammonium hydroxide at varied concentrations from 1000ppm to 5% molecular fraction.  

    As Fig. 1. shows, ammonium hydroxide was aspirated to the engine via port injection into the 
preheated air intake for all engine tests, while the fossil diesel fuel was direct injected by a Delphi six-
nozzle injector and supplied by a conventional common rail circuit. A pressure vessel containing the 
ammonium solution was pressurized to 2 bar and connected via a short length of pipe to a Bosch 
gasoline fuel injector installed into the air intake of the diesel engine. Both additives were dissolved in 
the aqueous ammonia solution at varying concentrations and supplied via the port injection pathway.
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Fig. 1. Schematic of engine test facility and fuel supply 

    For all experiments reported in this work, fossil diesel was direct injected at a constant injection 
timing of 13° BTDC and 500±10 bar injection pressure, while the engine operated at a constant speed 
of 1200rpm. The injection duration of diesel and ammonium solution were controlled so as to maintain 
a constant total engine load of 5±0.05 bar IMEP. Table 1 summarizes the test conditions for the engine 
experiments. While the total IMEP was maintained at 5.0 bar, the relative contributions of both fuels 
varied. For example, when diesel fuel provided 4.5 bar IMEP, the ammonia contributed 0.5 bar IMEP, 
representing 10% of the total engine load. Similarly, ammonia contributions of 1.0 bar and 1.5 bar 
represented 20% and 30% of the total engine load, respectively. 

Table 1. Test condition specifications 

Test Diesel in-

jection 

(𝜇s) 

Ammonia 

injection 

(𝜇s) 

Additive 

concentration 

Diesel IMEP 

(bar) 

Ammonia 

IMEP (bar) 

Engine 

IMEP 

(bar) 

Abbreviation 

1 485 0 0 5.00 0 5.00 D5 

2 442 2778 0 4.50 0.55 5.05 1-A0.5D4.5

3 410 5556 0 4.00 1.02 5.02 1-A1D4

4 380 3000 1000ppm H2O2 3.51 1.53 5.04 2-A1.5D3.5

5 410 1900 1000ppm H2O2 4.02 1.01 5.03 2-A1D4

6 380 2750 2000ppm H2O2 3.53 1.51 5.04 3-A1.5D3.5

7 380 2500 1% H2O2 3.50 1.54 5.04 4-A1.5D3.5

8 377 1944 5% H2O2 3.50 1.53 5.03 5-A1.5D3.5

9 410 4166 0.5% NH4NO3 4.02 1.00 5.02 6-A1D4

10 442 2083 0.5% NH4NO3 4.52 0.53 5.05 6-A0.5D4.5

    In addition, Table 1 shows that the presence of the additives, regardless of their concentrations, 
resulted in an equivalent energy contribution by ammonia combustion with a reduced ammonia injection 
duration (test 4-10) compared to the combustion of aqueous ammonia without additives (test 2 and 3).  

3. Result and discussion

Fig. 2. Apparent net heat release rates of aqueous ammonia and diesel dual-fuel combustion providing 1.5 bar IMEP and

3.5 bar IMEP respectively and with varied concentrations of H2O2 additive    

726



    Fig. 2 shows the filtered heat release rate of aqueous ammonia and diesel dual-fuel combustion 
with varied concentrations of H2O2 additive from 1000ppm to 5%. The ammonia solution contributed 1.5 
bar of the total IMEP, while diesel contributed 3.5 bar to the engine load (test 4, 6-8 in Table 1). It is 
immediately apparent that the injection of aqueous ammonia increased the ignition delay period 
compared to the diesel only combustion, which is attributed to the aspiration of water into the combustion 
chamber and the poor combustion characteristics of ammonia; however, the presence of high 
concentration of H2O2 additive (5%) reduced the ignition delay. Furthermore, the varying concentrations 
of H2O2 addition exhibited a non-linear effect on the ignition delay and the peak heat release rate. 

Fig. 3. Apparent net heat release rates of aqueous ammonia and diesel dual-fuel combustion with 1000ppm H2O2 additive 

and varying load contribution 

    Fig. 3 shows the comparison between test 4 (2-A1.5D3.5) and test 5 (2-A1D1) with 1000ppm H2O2 
added to aqueous ammonia solution providing 30% and 20% of engine IMEP respectively. It is noted 
that as ammonia combustion contributed to a higher proportion of the total engine load, the peak heat 
release rate increased. In addition, it is interesting to see that the ignition delay of the test group where 
30% engine IMEP was provided by aqueous ammonia (2-A1.5D3.5) was very similar to that with 20% 
aqueous ammonia (2-A1D1). This similarity could be related to the higher absolute amount of hydrogen 
peroxide present in the former case (2-A1.5D3.5). 

(a)                                                                                               (b) 

Fig. 4. Apparent net heat release rates of aqueous ammonia and diesel dual-fuel combustion at varying load contributions 

with (a) 0.5% NH4NO3 additive; (b) no additive 

    Fig. 4.a shows the comparison between test 9 (6-A1D4) and test 10 (6-A0.5D4.5) with 0.5% 
NH4NO3 additive. Compared to adding H2O2 to the ammonia solution (Fig. 2), the addition of NH4NO3 
does not significantly change the peak heat release rate (Fig. 4.a). However, when comparing Fig. 4.(a) 
and (b), it can be seen that the presence of 0.5 % NH4NO3 appears to offset the increases in ignition 
delay observed with an increasing contribution of aqueous ammonia to engine load.  
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Fig. 5. Levels of exhaust NOX during ammonia and diesel dual-fuel combustion at varying load contribution and addition 

of hydrogen peroxide 

    Fig. 5 presents the NOX emissions during ammonia and diesel dual-fuel combustion in test 2 (1-
A0.5D4.5), test 3 (1-A1D4), test 9 (6-A1D4) and test 10 (6-A0.5D4.5), while test 1 (D5) serves as a 
baseline reference. The error bars for tests 1, 2, and 3 represent plus and minus one standard deviation 
from the mean of 5 repeats. It is noticed that despite the presence of fuel-bound nitrogen, the ammonia 
combustion did not see a linear increase in the NOX formation relative to diesel only combustion. In 
addition, the presence of 0.5% NH4NO3 reduced the NOX levels compared to aqueous ammonia 
combustion without additive in tests 2 and 3. 

4. Conclusions
The addition of NH4NO3 reduced the duration of ignition delay relative to aqueous ammonia and diesel 
co-combustion without additive, while the addition of H2O2 saw an overall increase in the peak heat 
release rate. Furthermore, the presence of both ignition improvers saw an equivalent energy release 
from aqueous ammonia achieved with a reduced injection duration. Meanwhile, despite the increase in 
fuel-bound nitrogen with the use of aqueous ammonia and ammonium nitrate, exhaust emissions of 
nitrous oxides did not linearly increase. 
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Abstract. Ammonia fueled engine applying diffusion combustion mode has the advantages in higher 
power density and thermal efficiency with cleaner exhaust emissions. However, liquid phase ammonia 
high-pressure spray has the difficulty in compression ignition, and there is a lack of  fundamental studies 
about ammonia diffusion combustion characteristics. To clarify the ignition, combustion and emissions 
formation processes and mechanism of ammonia spray under diffusion combustion mode, a joint of 
fundamental optical diagnosis and large eddy simulation (LES) was conducted to establish the concep-
tual model of ammonia diffusion combustion ignited by diesel jet. The results show that entraining of the 
diesel flame and the rest ambient air in the effective ignition zone of the ammonia spray can realize 
stable and sustainable diffusion combustion. Moreover, substantial NO emission is generated and re-
duced during this process, while N2O is produced by NO at the forefront of the flame within a certain 
temperature range. Therefore, a conceptual model of ammonia diffusion combustion incorporating 
fuel/air mixing process, flame propagation and distribution of nitrogen oxides has been proposed, which 
is expected to provide effective theoretical guidance for the development of efficient and eco-friendly 
ammonia fuel engines. 

Notation 

LES         Large eddy simulation. 

ASOAI   After start of ammonia injection. 
STL         Stereolithography. 

CFD      Computational fluid dynamics. 

AMR  Adaptive mesh refinement. 

1. Introduction

To address environmental pollution issues and the accompanying strict emission regulations, research-
ers are exploring the feasibility of using renewable low-carbon fuels in engines [1]. Ammonia, as a re-
newable zero-carbon fuel, has received attention and has been extensively studied in recent years, 
mainly focusing on ammonia in-port injection strategy [2-3]. To further improve the power performance 
and carbon reduction capabilities of engines fueled with ammonia, researchers explored the feasibility 
of the ammonia direct injection strategy. However, liquid phase ammonia high-pressure spray has the 
difficulty in compression ignition and there is a lack of the fundamental studies about ammonia diffusion 
combustion characteristics [4]. Therefore, it is necessary to conduct research on this issue to improve 
the basic combustion characteristics of ammonia direct injection strategy and enhance the feasibility of 
the application of ammonia high-pressure direct injection strategy engines. 

2. Experimental and numerical setup

2.1 Experimental and numerical setup 

The optical diagnostic experiments of ammonia fuel basic spray combustion characteristics were carried 
out based on the constant volume vessel [1]. High-pressure gas supply and electric heating wire are 
used to establish different environmental pressure and temperature conditions, simulating the thermal 
environment inside the engine cylinder. The temperature and pressure inside the vessel could reach up 

729



Dong Pengbo, Chen Weize, Zhang Zhenxian, Tian Jiangping, Long Wuqiang 

to 1000 K and 10 MPa. The top and surrounding regions of the volume vessel body are designed with 
mounting holes, which could be used to clamp components such as injectors and quartz glass. Generally, 
the mounting holes around are used as optical windows, which could be arranged according to different 
needs. The window is a 190mm x 90mm runway-type, with a large shooting range. The test device for 
exploring liquid ammonia diffusion combustion characteristics is shown in Figure 1. In this section, the 
development, interaction, ignition and combustion process of diesel and ammonia are photographed 
using the shadow method and the background light method.  

According to the real structure of the experimental constant volume vessel, geometric model was 
established and imported into CONVERGE in STL format to perform three-dimensional CFD calculation. 
CONVERGE software has the advantages of auto-creating grides during the simulation of combustion 
and flow processes, which help to reduce the time of mesh preparation and improve simulation accuracy. 
The mesh algorithm implemented in the CFD model includes fixed embedding and AMR for the main 
field, the basic grid size was 2 mm, velocity field and temperature field AMR level were 4 and 3, fixed 
embedding level was 3. The initial condition in the vessel and injection parameters were consistent with 
experimental measurements. 

Fig. 1. Schematic of experimental setup 

3. Results and Discussion

3.1 Ammonia spray characteristics 

The comparison between the simulation results of ammonia spray morphology based on LES and the 
experiment is shown in Figure 2 below. The stoichiometric ratio of ammonia combustion is 6.056, the 
equivalence ratio range of ammonia flammability limit is 0.63~1.40 [3], and the corresponding mass 
fraction is 9.42%~18.8%. The corresponding contour lines are plotted in the figure, indicating the com-
bustible region of ammonia. With the advancement of spray process, the tail of spray is almost all am-
monia concentration zone for a relatively long time in the ammonia injection phase (before 2.3 ms), and 
the mass fraction is higher than 18.8%. The liquid ammonia spray diffuses forward, and the concentra-
tion of premix gas at the head and edge is low, and it gradually becomes thinner with the development 
of spray. It is observed that the mass fraction of the mixture in the head and edge region of the ammonia 
spray is lower than 9.42%, and it gradually expands with the continuous injection of ammonia, and the 
ammonia concentration of this part of the premixed gas is lower than the combustion limit. 

K-type thermocouple 
T

P

N2 NH3Air

NI CompactRIO system

LED lamp

Temprature controllerAmmonia common-rail system

Diesel tank

Upper computer

Digital pressure gauge

Diffusor

Constant volume vessel

Pressure controller

Target sprays

Diesel common-rail system

Diesel injector

High-speed cammra
Ammonia injector

730



Characteristics of ammonia diffusion combustion based on visualization study jointing LES simulation 

Fig. 2. Comparation between ammonia spray images in experiment and mass fraction distribution of vapor 
phase ammonia in simulation 

3.2 Ignition and combustion characteristics of liquid ammonia diffusion combustion 

The comparison between the simulation results of ammonia contour under combustion conditions based 
on LES and the experiment is shown in Figure 3 below. The hot flame reaction stage begins rapidly after 
the diesel ignition delay period ends. The light region in the 0.3 ms ASOAI corresponds to the diesel 
flame, which is generated by the incandescent emission of carbon particles inside the diesel flame, and 
the dark region corresponds to the high-temperature gas. The diesel spray is ignited and moves to the 
effective ignition region earlier than the liquid ammonia spray. After 0.7 ms ASOAI, the liquid ammonia 
spray passes through the diesel flame and is ignited. During the whole injection combustion process of 
liquid ammonia, the spray region in the figure is light or dark state of the corresponding flame and high-
temperature gas, and there is no obvious unburned mixture region. Meanwhile, it could be observed 
that the region with ammonia mass fraction higher than 18.8% is the unburned region at 1.5~1.9 ms 
ASOAI, while the region with ammonia mass fraction between 9.42% and 18.8% is the obvious ammonia 
combustion region. The results show that the ammonia spray under diesel early injection condition is in 
the state of high-temperature gas. 

Fig. 3. Comparation between Combustion images in experiment and evolution of temperature and mass frac-
tion of NH3 in simulation 

0.3 ms ASOAI 0.7 ms ASOAI 1.5 ms ASOAI1.1 ms ASOAI 1.9 ms ASOAI
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The liquid ammonia is injected into the high-temperature and high-pressure environment from the injec-
tor, and forms ammonia-air combustible mixture through breaking up, collision, evaporation and mixing 
(hot air is entrained into the spray from the flame floating region). For the NO generated during the 
combustion of ammonia, including thermal NO and fuel NO, mainly fuel type NO. Fuel type NO is mainly 
generated by HNO generated by NH2, which is (NH2 → HNO → NO, NH2 → NH → NO), therefore there 
is similarity in the distribution area of NO and NH2. N2O is mainly generated by NO below 1400 K and 
reduced to N2 in high-temperature environment [5]. Therefore, the main N2O should be distributed along 
the outer edge of the flame, as observed from the 2.5 ms SOAI.  

Fig. 4. Evolution of NH3, NO and N2O 

Conclusions 

Optical diagnostic experiments and large eddy simulation were combined to establish a conceptual 
model of ammonia diffusion combustion ignited by diesel jet. The results show that stable and sustain-
able ammonia diffusion combustion could be achieved by entraining diesel flame and ambient air in the 
effective ignition zone of ammonia spray. In addition, a large amount of NO emission is generated and 
reduced due to the DeNOx reaction during this process, while N2O is produced by NO at the flame front 
within a certain temperature range. Therefore, a conceptual model of ammonia diffusion combustion 
combining fuel/air mixing process, flame propagation, and nitrogen oxide distribution has been proposed, 
which is expected to provide effective theoretical guidance for the development of efficient and environ-
mentally friendly ammonia fuel engines. 
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