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A B S T R A C T

This paper introduces a novel resource-efficient control structure for remote path-following control of
autonomous vehicles based on a comprehensive combination of Kalman filtering, non-uniform dual-rate
sampling, periodic event-triggered communication, and prediction-based and packet-based control techniques.
An essential component of the control solution is a non-uniform dual-rate extended Kalman filter (NUDREKF),
which includes an h-step ahead prediction stage. The prediction error of the NUDREKF is ensured to be
exponentially mean-square bounded. The algorithmic implementation of the filter is straightforward and
triggered by periodic event conditions. The main goal of the approach is to achieve efficient usage of resources
in a wireless networked control system (WNCS), while maintaining satisfactory path-following behavior for the
vehicle (a holonomic Mecanum-wheeled robot). The proposal is additionally capable of coping with typical
drawbacks of WNCS such as time-varying delays, and packet dropouts and disorder. A Simscape Multibody
simulation application reveals reductions of up to 93% in resource usage compared to a nominal time-triggered
control solution. The simulation results are experimentally validated in the holonomic Mecanum-wheeled
robotic platform.
1. Introduction

Holonomic mobile robots are characterized by freely moving in
any direction [1]. They are usually equipped with omnidirectional
wheels, e.g., Mecanum wheels [2], which make wheeled robots highly
maneuverable and suitable for narrow spaces or crowded environments
such as industrial plants, warehouses, hospitals, military tasks, and
space exploration. In the present work, a holonomic mobile platform,
which is built on four Mecanum wheels, is considered. The robot is
additionally supplied with a beacon-based indoor positioning system,
which introduces two technological issues: (i) it is battery-powered,
and hence, every time the robot position is taken and delivered, the
battery life is reduced; (ii) the data processing needed to determine the
robot position is time-consuming, which forces to set slower sensing
rates. Designing a controller for the mobile robot at this slow rate
may be problematic for reaching some desired specifications. How-
ever, slow-rate battery usage may be beneficial to enlarge battery life.
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Integrating periodic event-triggered communication (PETC) and long
sensing periods may further increase system resource efficiency.

PETC is based on the combination of event-triggered sampling (see,
e.g., [3]) and the traditional time-triggered sampling. In the PETC
paradigm, the conditions to transmit the system measurements are
evaluated periodically. As a discrete-time mechanism, PETC results
in a straightforward implementation, where a minimum inter-event
time is guaranteed, avoiding Zeno behavior [4]. As a consequence
of its benefits, PETC has becoming a trending research topic in the
last years, extending its application to a wide variety of fields (for
instance: unmanned ground or aerial vehicles [5,6], multi-agent sys-
tems [7], human–robot cooperation [8], robotic manipulators [9], tank
processes [10], cyber–physical systems [11], DC microgrids [12], hard-
disk drives [13], etc.). Most of these applications present a recurrent
framework: networked control systems (NCS).

NCS gives attention to control scenarios where a common commu-
nication link is shared by different connected devices, enabling suitable
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control structures for remote path-following control of autonomous
vehicles. NCS has been applied in various areas, such as industrial
control systems [14], automobiles [15], teleoperation [16], etc. In our
work, the control solution is remotely located from sensors, actuators
and plant with the aim of delegating the computation of the control
algorithm to a powerful remote station. The remote control structure is
composed of an advanced extended Kalman filter [17], an enhanced
adaptation of the Pure Pursuit path-tracking algorithm [18], and a
dynamic controller based on the inverse kinematic model of the robot.
As a resource-efficient approach, the processor governing the local
devices is chosen to be a low-power device with limited processing
and storage capabilities. The most computationally complex part of
the control algorithm is given by the extended Kalman filter. Its total
computational cost is 𝑂(𝑛3) [19]. As a consequence of the networked
ontrol structure proposed, this significant amount of computational
esources is saved by the local processor, avoiding possible performance
egradation. NCS introduces not only advantages such as cost and
eight reduction, and modularity, but also drawbacks like the possible
xistence of packet dropouts [20], time-varying delays [21], packet
isorder [22], and bandwidth constraints [23]. In this work, a remote
ath-following control for the Mecanum-wheeled robotic platform is
roposed in a wireless NCS (WNCS), where (i) the network bandwidth
sage is reduced by taking advantage of the PETC mechanism, (ii) time-
arying delays and packet dropouts are addressed by the advanced
alman filter, and (iii) the packet disorder phenomenon can be evaded
y making use of the large sensing period forced by the beacon system.
esource-efficient WNCS approaches [24,25] mainly aim at decreasing
omputation burden and network load, and increasing battery life of
he wireless devices connected to the network. These approaches can
e found in a wide spectrum of practical applications such as coop-
rative transport [26], agriculture irrigation [27], wind turbines [28],
ehabilitation therapy [29], etc.

As previously pointed out, if the control system were designed at
he slow rate forced by the measurement system, control performance
ay be degraded, or even may become unstable. In this work, this

ssue is solved by using a dual-rate extended Kalman filter [30], which
ecomes an essential component of the control solution. The filter is
ble to generate fast-rate robot state estimates from slow-rate robot
utput data. Providing these estimations to the Pure Pursuit algorithm
nd to the dynamic controller, suitable fast-rate control actions can be
omputed in order to reach acceptable path following.

Since sensor-to-controller packet dropouts can occur, or the event-
riggered conditions may not hold, a scarce, slow-rate measurement
ignal may be received by the filter. For this reason, a non-uniform ver-
ion of the dual-rate extended Kalman filter (NUDREKF) is needed. The
ilter is formulated and straightforwardly implemented to work under
he PETC mechanism. As a result, the filter is able to work irrespective
f possible delayed measurements, and the amount of computations
equired is reduced. The prediction error of the NUDREKF is ensured
o be exponentially mean-square bounded.

In order to deal not only with the scarce data from sensors but
lso with controller-to-actuator packet dropouts and delayed control
ignals, the filter integrates an ℎ-step ahead prediction stage. The pre-

diction structure is capable to calculate a group of ℎ estimated control
actions, which is transmitted to the plant side (actuators) following
packet-based control techniques [31].

Packet-based control allows us to lower the transmission rate by
simultaneously transferring a group of data. After a successful delivery,
the preceding set of control actions will be replaced by the new,
updated one at the actuators, and then, irrespective of the network-
induced delay, the consequent control actions can be applied while no
new packet is received.
378
To the best of the authors’ knowledge, very few works can be found
in literature coping with state estimation for non-uniform dual-rate
sampled-data non-linear systems using Kalman filtering techniques. The
approach is used to treat infrequent and delayed data in [32,33], and
missing data in [34]. In [35], both time-varying delays and packet
dropouts are faced in an in-vehicle WNCS environment, where the filter
is formulated and implemented to work in a time-driven fashion. As a
consequence, the solution is executed at every control period, requiring
a higher number of computations than in the event-triggered version
proposed in the present work.

The control solution has been simulated using Simscape Multibody
(a Matlab-Simulink tool) to include complex, non-linear dynamics,
and real-word physical constraints that are present in the real ve-
hicle (e.g., dead-zone, actuator saturation, encoder resolution, wheel
slip, floor conditions, and so on). To the best of authors’ knowledge,
Simscape Multibody has been used in few works to simulate Mecanum-
wheeled mobile platforms (e.g., in [34,36,37]). No work integrating
a network model has been found. The simulation results have been
experimentally validated in the holonomic robotic platform.

Summarizing, the work gathers these main contributions:

• A resource-efficient path-following control structure based on
a comprehensive combination of Kalman filtering, non-uniform
dual-rate sampling, periodic event-triggered communication, and
prediction-based and packet-based control techniques.

• Formulation and straightforward implementation of a NUDREKF
in a periodic event-driven working mode. Mean-square stability
conditions are given for the filter.

• A robust simulation application for a WNCS scenario, which
reveals an excellent trade-off between energy efficiency and path-
following behavior for the proposed control solution compared
to time-triggered approaches. Real experiments on a holonomic
Mecanum-wheeled robotic platform validate the simulation re-
sults.

The paper is organized as follows. Section 2 is dedicated to notation,
robot modeling aspects, and problem scenario. Section 3 formulates
the control solution and analyzes its stability. Section 4 is focused on
simulation results. Section 5 is devoted to the experimental validation.
Finally, in Section 6, some conclusions and future works sum up the
present work.

2. Notation, robot modeling, and problem scenario

Fig. 1 illustrates the resource-efficient control approach proposed in
this work, where two main parts are distinguished:

• Remote side, where the control solution is implemented (details
in Section 3).

• Local side, which includes the robot environment, a smart ac-
tuator to properly inject the control signal, and a sensor that
incorporates a PETC mechanism.

Both sides are connected by means of a wireless network, which may
induce some drawbacks such as packet dropout and disorder, and
time-varying delays. These drawbacks are formally described in Sec-
tion 2.3. The kinematic modeling of the robotic platform is introduced
in Section 2.1. Details about the PETC mechanism are presented in
Section 2.2, and the working mode of the control solution is detailed
in Section 2.4.

As a dual-rate solution, two different rates, or periods, are consid-
ered: the (fast) control period is 𝑇 , and the (slow) measurement period
s 𝑁𝑇 , being 𝑁 ∈ N+ the multiplicity. A 𝑇 -period variable or signal is

denoted as (.)𝑇 , and a 𝑁𝑇 -period variable or signal as (.)𝑁𝑇 . 𝑘 ∈ N is
𝑘 𝑘
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Fig. 1. Resource-efficient networked control system.
𝑧

Fig. 2. Kinematic model.

used to represent iterations at 𝑇 or 𝑁𝑇 , respectively. In the sequel, [·]⊤
means transpose function, and E[·] is the expectation.

2.1. Kinematic modeling of the robotic platform

From Fig. 2, the kinematic model of the robot can be deduced in
discrete time at period 𝑇 (see, e.g., [38], for more details):

(𝑉𝑥)𝑇𝑘 =
(

(𝜔1)𝑇𝑘 + (𝜔2)𝑇𝑘 + (𝜔3)𝑇𝑘 + (𝜔4)𝑇𝑘
) 𝑅
4
,

(𝑉𝑦)𝑇𝑘 =
(

−(𝜔1)𝑇𝑘 + (𝜔2)𝑇𝑘 + (𝜔3)𝑇𝑘 − (𝜔4)𝑇𝑘
) 𝑅
4
,

(𝑊𝜓 )𝑇𝑘 =
(

−(𝜔1)𝑇𝑘 + (𝜔2)𝑇𝑘 − (𝜔3)𝑇𝑘 + (𝜔4)𝑇𝑘
) 𝑅
4(𝐿𝑥 + 𝐿𝑦)

,

𝑋𝑇
𝑘 = 𝑋𝑇

𝑘−1 + (𝑉𝑥)𝑇𝑘 𝑇 cos(𝜓𝑇𝑘−1 + (𝑊𝜓 )𝑇𝑘 𝑇 )

− (𝑉𝑦)𝑇𝑘 𝑇 sin(𝜓𝑇𝑘−1 + (𝑊𝜓 )𝑇𝑘 𝑇 ),

𝑌 𝑇𝑘 = 𝑌 𝑇𝑘−1 + (𝑉𝑥)𝑇𝑘 𝑇 sin(𝜓𝑇𝑘−1 + (𝑊𝜓 )𝑇𝑘 𝑇 )

+ (𝑉𝑦)𝑇𝑘 𝑇 cos(𝜓𝑇𝑘−1 + (𝑊𝜓 )𝑇𝑘 𝑇 ),
𝑇 𝑇 𝑇

(1)
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𝜓𝑘 = 𝜓𝑘−1 + (𝑊𝜓 )𝑘 𝑇 ,
where (𝜔1, 𝜔2, 𝜔3, 𝜔4)𝑇𝑘 are the rotational velocities of each wheel,
(𝑉𝑥, 𝑉𝑦)𝑇𝑘 are the longitudinal and lateral velocities, (𝑊𝜓 )𝑇𝑘 is the ori-
entation, (𝑋, 𝑌 , 𝜓)𝑇𝑘 is the posture, 𝐿𝑥 and 𝐿𝑦 are the longitudinal and
lateral distances, respectively, and 𝑅 is the radius of every wheel.

As low-speed motion of the vehicle is used in this work (less than
5 m/s), a reasonable assumption about null slip angles at front and rear
wheels can be assumed in the kinematic model [39].

From (𝑋, 𝑌 )𝑇𝑘 in (1), the distances (𝑑1, 𝑑2, 𝑑3, 𝑑4)𝑇𝑘 from each of the
four fixed beacons to the mobile one can be obtained. Let us define
{(𝑋1, 𝑌1), (𝑋2, 𝑌2), (𝑋3, 𝑌3), (𝑋4, 𝑌4)} as the position of every fixed beacon
on the base reference frame, 𝑍𝑓𝑏 as the height with respect to the
ground plane (the same value for each fixed beacon), and 𝑍𝑚𝑏 as the
height for the mobile beacon. Finally, the conversion, which is based
on the Pythagorean theorem, [40], yields to:

(𝑑𝑖)𝑇𝑘 =
√

(

𝑋𝑖 −𝑋𝑇
𝑘
)2 +

(

𝑌𝑖 − 𝑌 𝑇𝑘
)2 +

(

𝑍𝑓𝑏 −𝑍𝑚𝑏
)2, 𝑖 = 1..4 (2)

2.2. Periodic event-triggered condition

The event-triggered condition is periodically evaluated at the in-
stants 𝑘𝑁𝑇 . Using the scheduling variable 𝛽𝑁𝑇𝑘 ∈ {0, 1} at the sensor,
the output data 𝑧𝑁𝑇𝑘 = (𝜔1, 𝜔2, 𝜔3, 𝜔4, 𝜓, 𝑑1, 𝑑2, 𝑑3, 𝑑4)𝑁𝑇𝑘 will be sent
through the network when 𝛽𝑁𝑇𝑘 = 1. Otherwise, when 𝛽𝑁𝑇𝑘 = 0, the
data are not sent. Let us use 𝑧̄𝑁𝑇𝑘 to keep the latest sensor data

̄𝑁𝑇𝑘 = 𝛽𝑁𝑇𝑘 𝑧𝑁𝑇𝑘 + (1 − 𝛽𝑁𝑇𝑘 )𝑧̄𝑁𝑇𝑘−1, (3)

for 𝑘 ∈ N≥1, and where 𝑧̄𝑁𝑇0 = 𝑧𝑁𝑇0 . From a mixed event-triggered
strategy [41] on 𝑧𝑁𝑇𝑘 , the periodic condition at the sensor devices can
be defined as follows
𝑠
∑

𝑖=1
‖𝑧̄𝑁𝑇𝑘−1(𝑖) − 𝑧

𝑁𝑇
𝑘 (𝑖)‖2 >

𝑠
∑

𝑖=1
𝜎(𝑖)‖𝑧𝑁𝑇𝑘 (𝑖)‖2 + 𝛿(𝑖), (4)

for 𝑘 ∈ N≥1, where 𝑠 = 𝑠𝑖𝑧𝑒(𝑧𝑁𝑇𝑘 ), 𝑧̄𝑁𝑇0 = 𝑧𝑁𝑇0 , 𝛿(𝑖) are positive
constants, and 𝜎(𝑖) ∈ {0, 1} (as recommended in [42]). Optimal values
for the event-triggered parameters 𝛿(𝑖) and 𝜎(𝑖) can be reached by
following Montecarlo-like procedures [35], leading to an excellent
trade-off between resource savings and control performance.

2.3. Packet dropout and disorder, and time-varying delays

In our scenario, packet dropouts may occur as a random phe-
nomenon [43], and can be modeled as a Bernoulli distribution. The pos-
sible sensor-to-controller and controller-to-actuator packet dropouts are
respectively denoted as 𝑑𝑁𝑇𝑠𝑐,𝑘 and 𝑑𝑁𝑇𝑐𝑎,𝑘. The probability of dropout 𝑝𝑠𝑐
and 𝑝𝑐𝑎 that contemplates both Bernoulli processes can be expressed as:

𝑝𝑠𝑐 = Pr[𝑑𝑁𝑇𝑠𝑐,𝑘 = 0] ∈ [0, 1),
𝑁𝑇 (5)
𝑝𝑐𝑎 = Pr[𝑑𝑐𝑎,𝑘 = 0] ∈ [0, 1).
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The network-induced delay for a packet that includes the out-
puts sensed at instant 𝑘𝑁𝑇 and is actually delivered (i.e., the trigger
condition (4) holds, and 𝑝𝑠𝑐 = 𝑝𝑐𝑎 = 0) can be defined as

𝜏𝑁𝑇𝑘 = 𝜏𝑁𝑇𝑠,𝑘 + 𝜏𝑁𝑇𝑠𝑐,𝑘 + 𝜏
𝑁𝑇
𝑐,𝑘 + 𝜏𝑁𝑇𝑐𝑎,𝑘, (6)

being 𝜏𝑁𝑇𝑠,𝑘 the processing time at the sensor devices to determine all
the robot outputs, 𝜏𝑁𝑇𝑠𝑐,𝑘 the sensor-to-controller delay, 𝜏𝑁𝑇𝑐,𝑘 a controller’s
computation time delay, and 𝜏𝑁𝑇𝑐𝑎,𝑘 the controller-to-actuator delay. For
simplicity, let us lump together 𝜏𝑁𝑇𝑠,𝑘 with 𝜏𝑁𝑇𝑠𝑐,𝑘 , and 𝜏𝑁𝑇𝑐,𝑘 with 𝜏𝑁𝑇𝑐𝑎,𝑘.

In this work, packet disorder will be evaded by forcing the maxi-
mum delay 𝜏𝑚𝑎𝑥 = max(𝜏𝑁𝑇𝑘 ) to fulfill 𝜏𝑚𝑎𝑥 < 𝑁𝑇 . The maximum delay
𝜏𝑚𝑎𝑥 can be deduced from the delay distribution. In our scenario, a
generalized exponential distribution may be considered [44]. Then, the
probability density function is given by

𝑃 [𝜏𝑁𝑇𝑘 ] =

⎧

⎪

⎨

⎪

⎩

1
𝜙 𝑒

−(𝜏𝑁𝑇𝑘 −𝜂)
𝜙 if 𝜏𝑁𝑇𝑘 ≥ 𝜂,

0 if 𝜏𝑁𝑇𝑘 < 𝜂,
(7)

where the variable 𝜙 may be deduced from E[𝜏𝑁𝑇𝑘 ] and 𝜂. The value 𝜂
may be obtained from the median of the delay.

2.4. Control structure

Next, the working mode of the different blocks in Fig. 1 is detailed:

• When an event is triggered according to (4), and the packet from
sensors is not lost (i.e., 𝑑𝑁𝑇𝑠𝑐,𝑘 = 1), the NUDREKF receives the vehi-
cle measurements 𝑧𝑁𝑇𝑘 = (𝜔1, 𝜔2, 𝜔3, 𝜔4, 𝜓, 𝑑1, 𝑑2, 𝑑3, 𝑑4)𝑁𝑇𝑘 after a
delay 𝜏𝑁𝑇𝑠𝑐,𝑘 . Then, it computes the prediction and correction of the
process state 𝜉𝑇𝑘 = (𝑉𝑥, 𝑉𝑦, 𝑊̂𝜓 , 𝑋̂, 𝑌 , 𝜓̂)𝑇𝑘 (details in Section 3.3.1).

• From the kinematic reference (𝑋𝑟𝑒𝑓 , 𝑌 𝑟𝑒𝑓 ) and the estimated po-
sition (𝑋̂, 𝑌 )𝑇𝑘 , the Pure Pursuit algorithm computes the reference
linear velocities, (𝑉 𝑟𝑒𝑓

𝑥 , 𝑉 𝑟𝑒𝑓
𝑦 )𝑇𝑘 , considering a desired speed 𝑉 𝑟𝑒𝑓 ,

and a look ahead distance 𝐿𝑟𝑒𝑓 . Note that, for this purpose, as
the mobile platform will follow 2D paths, the reference positions
(𝑋𝑟𝑒𝑓 , 𝑌 𝑟𝑒𝑓 ) are only needed, setting to 0 the reference orientation
(𝜓𝑟𝑒𝑓 = 0). More details in Section 3.1.

• Some PI controllers receive the reference velocities (𝑉 𝑟𝑒𝑓
𝑥 , 𝑉 𝑟𝑒𝑓

𝑦 )𝑇𝑘
and the reference orientation (𝑊 𝑟𝑒𝑓

𝜓 )𝑇𝑘 (obtained from the ori-
entation estimate 𝜓̂𝑇𝑘 ) to calculate the velocity and orientation
control signals (𝑉 𝑢

𝑥 , 𝑉
𝑢
𝑦 ,𝑊

𝑢
𝜓 )
𝑇
𝑘 , which are transformed into the

dynamic references 𝑢𝑇𝑘 = (𝜔𝑟𝑒𝑓1 , 𝜔𝑟𝑒𝑓2 , 𝜔𝑟𝑒𝑓3 , 𝜔𝑟𝑒𝑓4 )𝑇𝑘 by following (9)
in Section 3.2.

• The complete set of state estimates 𝜉𝑇{𝑘,…,𝑘+ℎ𝑁−1} and dynamic
references 𝑢𝑇{𝑘,…,𝑘+ℎ𝑁−1} are computed by the ℎ-step ahead predic-
tion stage added to the NUDREKF. The set of dynamic references
will be packaged and transmitted to the plant side. More details
in Section 3.3.1.

• If the packet is received by the smart actuator after a delay 𝜏𝑁𝑇𝑐𝑎,𝑘,
the actuator will replace the previous packet with the new one,
and choose the right control action from the new set, that is,
𝑢𝑇𝑘′ , 𝑘

′ ∈ {𝑘,… , 𝑘+ℎ𝑁−1}. Then, PI controllers located inside the
robot environment will compute the control signal 𝑢𝑇𝑅,𝑘′ . The next
control actions of the current packet will be consecutively injected
at period 𝑇 , while no new packet is received. Then, the robot is
always receiving control actions at period 𝑇 irrespective of the
delay and packet dropouts, which enables to reach satisfactory
path-following control properties.

Fig. 3 illustrates a time axis example, where 𝜉𝑇𝑗|𝑖 and 𝑢𝑇𝑅,𝑗|𝑖 respec-
tively denote the state estimate and the control action generated for the
𝑇 -instant 𝑗 at the 𝑁𝑇 -period 𝑖. As it can be seen, at the beginning of the
period 𝑘𝑁𝑇 , the control actions previously received and computed in
the period (𝑘 − 1)𝑁𝑇 are being injected. When a new packet arrives
to the controller, the new groups of state estimates and dynamic
380
Fig. 3. Time axis example (S: Sensor, C: Controller, A: Actuator).

references are computed for the period 𝑘𝑁𝑇 . The actuator will receive
the new packet after a round-trip time delay 𝜏𝑁𝑇𝑘 = 2𝑇 , and hence,
the action to be applied will be 𝑢𝑅,𝑘𝑁𝑇+2𝑇 |𝑘𝑁𝑇 . While no new packet
arrives, the next control actions of the packet computed in the period
𝑘𝑁𝑇 will be injected every 𝑇 instants of time. In the period (𝑘+2)𝑁𝑇 ,
a new packet is successfully delivered, repeating the process. Now, the
delay is 𝜏𝑁𝑇𝑘+2 = 3𝑇 , and hence, the action 𝑢𝑅,(𝑘+2)𝑁𝑇+3𝑇 |(𝑘+2)𝑁𝑇 will be
injected.

3. Control solution

This section is devoted to introduce the remote control structure
proposed in this work, which is composed of an enhanced adaptation of
the Pure Pursuit path-tracking algorithm (Section 3.1), a dynamic con-
troller based on the inverse kinematics of the robot (Section 3.2), and
a non-uniform version of a dual-rate extended Kalman filter including
an ℎ-step ahead prediction stage (Section 3.3).

3.1. Enhanced adaptation of the pure pursuit path-tracking algorithm

The improved version used in this work for the Pure Pursuit path-
tracking algorithm is based on decomposing the reference linear veloc-
ity 𝑉 𝑟𝑒𝑓 into Cartesian components (𝑉 𝑟𝑒𝑓

𝑥 , 𝑉 𝑟𝑒𝑓
𝑦 ), which are parameter-

ized by a variable gain 𝐾𝑉 that depends on the distance 𝐷 to the target
point. As a result, the algorithm is able to improve its adaptability to
the change in turning and curvature sections of paths.
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In more detail, from 𝐷 and the look ahead distance 𝐿𝑟𝑒𝑓 , the gain
𝐾𝑉 ∈ [0, 1] can be obtained as 𝐾𝑉 = 𝐷

𝐿𝑟𝑒𝑓 . Then, considering the
Cartesian components 𝑑𝑥 and 𝑑𝑦 of the distance 𝐷, the reference linear
velocities are calculated:

𝑉 𝑟𝑒𝑓
𝑥 = 𝑉 𝑟𝑒𝑓 ⋅𝐾𝑉 ⋅ 𝑐𝑜𝑠

(

𝑎𝑡𝑎𝑛2
( 𝑑𝑦
𝑑𝑥

))

,

𝑉 𝑟𝑒𝑓
𝑦 = 𝑉 𝑟𝑒𝑓 ⋅𝐾𝑉 ⋅ 𝑠𝑖𝑛

(

𝑎𝑡𝑎𝑛2
( 𝑑𝑦
𝑑𝑥

))

,
(8)

being 𝑎𝑡𝑎𝑛2 the fourth-quadrant inverse tangent. More details about the
implementation of the algorithm can be found in [34].

3.2. Dynamic controller based on the inverse kinematics of the robot

After applying the Pure Pursuit path tracking algorithm and some PI
controllers, the velocity and orientation control actions (𝑉 𝑢

𝑥 , 𝑉
𝑢
𝑦 ,𝑊

𝑢
𝜓 )
𝑇
𝑘

are obtained. Then, the inverse kinematic model of the robot is used to
transform the velocity and orientation control actions into the reference
rotational velocities 𝑢𝑇𝑘 = (𝜔𝑟𝑒𝑓1 , 𝜔𝑟𝑒𝑓2 , 𝜔𝑟𝑒𝑓3 , 𝜔𝑟𝑒𝑓4 )𝑇𝑘 :

(𝜔𝑟𝑒𝑓1 )𝑇𝑘 = 1
𝑅
((𝑉 𝑢

𝑥 )
𝑇
𝑘 − (𝑉 𝑢

𝑦 )
𝑇
𝑘
− (𝐿𝑥 + 𝐿𝑦)(𝑊 𝑢

𝜓 )
𝑇
𝑘
),

(𝜔𝑟𝑒𝑓2 )𝑇𝑘 = 1
𝑅
((𝑉 𝑢

𝑥 )
𝑇
𝑘 + (𝑉 𝑢

𝑦 )
𝑇
𝑘
+ (𝐿𝑥 + 𝐿𝑦)(𝑊 𝑢

𝜓 )
𝑇
𝑘
),

(𝜔𝑟𝑒𝑓3 )𝑇𝑘 = 1
𝑅
((𝑉 𝑢

𝑥 )
𝑇
𝑘 + (𝑉 𝑢

𝑦 )
𝑇
𝑘
− (𝐿𝑥 + 𝐿𝑦)(𝑊 𝑢

𝜓 )
𝑇
𝑘
),

(𝜔𝑟𝑒𝑓4 )𝑇𝑘 = 1
𝑅
((𝑉 𝑢

𝑥 )
𝑇
𝑘 − (𝑉 𝑢

𝑦 )
𝑇
𝑘
+ (𝐿𝑥 + 𝐿𝑦)(𝑊 𝑢

𝜓 )
𝑇
𝑘
).

(9)

where 𝑅, 𝐿𝑥, and 𝐿𝑦 were defined below (1).

3.3. Non-uniform dual-rate extended Kalman filter with ℎ-step ahead pre-
diction stage

3.3.1. Formulation
From the robot model in (1), the NUDREKF is able to estimate

the non-available robot measurements. The non-linear model can be
rewritten as
⎧

⎪

⎨

⎪

⎩

𝜉𝑇𝑘 = 𝑓
(

𝜉𝑇𝑘−1, (𝑛1)
𝑇
𝑘−1, 𝑢

𝑇
𝑘−1

)

,

𝑧𝑇𝑘 = ℎ
(

𝜉𝑇𝑘 , (𝑛2)
𝑇
𝑘
)

,
(10)

eing 𝜉𝑇𝑘 =
[

(𝑉𝑥, 𝑉𝑦,𝑊𝜓 , 𝑋, 𝑌 , 𝜓)𝑇𝑘
]⊤ the robot state; 𝑢𝑇𝑘−1 = [(𝜔𝑟𝑒𝑓1 , 𝜔𝑟𝑒𝑓2 ,

𝑟𝑒𝑓
3 , 𝜔𝑟𝑒𝑓4 )𝑇𝑘−1]

⊤ the control action; 𝑧𝑇𝑘 =
[

(𝜔1, 𝜔2, 𝜔3, 𝜔4, 𝜓, 𝑑1, 𝑑2, 𝑑3, 𝑑4)𝑇𝑘
]⊤

the output; (𝑛1)𝑇𝑘−1 a possible process noise with covariance 𝑄𝑇𝑘 ; and
(𝑛2)𝑇𝑘 a possible measurement noise with covariance 𝑅𝑇𝑘 .

At the sampling instants 𝑘𝑁𝑇 when no sensor-to-controller packet
dropout occur (i.e., 𝑑𝑁𝑇𝑠𝑐,𝑘 = 1), and the periodic event-triggered condi-
tion (4) holds, the prediction and correction steps of the NUDREKF are
formulated in this way:

• Prediction for 𝜉𝑇𝑘|𝑘−1 and 𝑃 𝑇𝑘|𝑘−1 (being 𝑘 ∈ N≥1):

𝜉𝑇𝑘|𝑘−1 = 𝑓
(

𝜉𝑇𝑘−1|𝑘−1, (𝑛1)
𝑇
𝑘−1, 𝑢

𝑇
𝑘−1

)

,

𝑃 𝑇𝑘|𝑘−1 = 𝐴𝑇𝑘 𝑃
𝑇
𝑘−1|𝑘−1[𝐴

𝑇
𝑘 ]
⊤ + 𝐿𝑇𝑘𝑄

𝑇
𝑘−1[𝐿

𝑇
𝑘 ]
⊤,

(11)

where 𝜉𝑇0|0 = E[𝜉𝑇0 ], and 𝑃 𝑇0|0 = E
[

(

𝜉𝑇0 − 𝜉𝑇0|0
) [(

𝜉𝑇0 − 𝜉𝑇0|0
)]⊤

]

.

By means of the Jacobian matrices 𝐴𝑇𝑘 and 𝐿𝑇𝑘 , the process model
is linearized

𝐴𝑇𝑘 =
𝜕𝑓
𝜕𝜉

|

|

|

|𝜉𝑇𝑘−1|𝑘−1 ,(𝑛1)
𝑇
𝑘−1 ,𝑢

𝑇
𝑘−1

,

𝐿𝑇𝑘 =
𝜕𝑓
𝜕𝑛

|

|

|

̂𝑇 𝑇 𝑇
.

(12)
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1 |𝜉𝑘−1|𝑘−1 ,(𝑛1)𝑘−1 ,𝑢𝑘−1
r

• Correction for 𝜉𝑇𝑘|𝑘 and 𝑃 𝑇𝑘|𝑘:

𝜉𝑇𝑘|𝑘 = 𝜉𝑇𝑘|𝑘−1 +𝐾
𝑇
𝑘 (𝑧

𝑇
𝑘 − 𝑧̂𝑇𝑘 ),

𝑃 𝑇𝑘|𝑘 = 𝐾𝑇
𝑘 𝑅

𝑇
𝑘
[

𝐾𝑇
𝑘
]⊤ + (𝐼 −𝐾𝑇

𝑘 𝐻
𝑇
𝑘 )𝑃

𝑇
𝑘|𝑘−1

[

(𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘 )

]⊤.
(13)

where the estimated output 𝑧̂𝑇𝑘 is given by

𝑧̂𝑇𝑘 = ℎ
(

𝜉𝑇𝑘|𝑘−1, (𝑛2)
𝑇
𝑘

)

. (14)

and the gain of the Kalman filter 𝐾𝑇
𝑘 is computed as

𝐾𝑇
𝑘 = 𝑃 𝑇𝑘|𝑘−1

[

𝐻𝑇
𝑘
]⊤

(

𝐻𝑇
𝑘 𝑃

𝑇
𝑘|𝑘−1

[

𝐻𝑇
𝑘
]⊤ +𝑀𝑇

𝑘 𝑅
𝑇
𝑘
[

𝑀𝑇
𝑘
]⊤
)−1

, (15)

being 𝐻𝑇
𝑘 and 𝑀𝑇

𝑘 Jacobian matrices used to linearize the output
model

𝐻𝑇
𝑘 = 𝜕ℎ

𝜕𝜉
|

|

|

|𝜉𝑇𝑘|𝑘−1 ,(𝑛2)
𝑇
𝑘

,

𝑀𝑇
𝑘 = 𝜕ℎ

𝜕𝑛2

|

|

|

|𝜉𝑇𝑘|𝑘−1 ,(𝑛2)
𝑇
𝑘

.
(16)

Additionally, the ℎ-step ahead prediction stage integrated in the
NUDREKF is executed with the aim of providing the fast-rate robot
state estimates, which are used at the sampling instants 𝑘𝑇 until a
ew packet is received from sensors. The parameter ℎ represents an
pper-bound of the possible consecutive packet dropouts. As a dual-rate
ystem, each of the ℎ steps will compute 𝑁 estimations. The prediction
tage works as follows:

(1) The position (𝑋̂, 𝑌 )𝑇𝑘 corrected in (13) and the kinematic ref-
erence (𝑋𝑟𝑒𝑓 , 𝑌 𝑟𝑒𝑓 ) are used by the Pure Pursuit algorithm to
compute the reference linear velocities, (𝑉 𝑟𝑒𝑓

𝑥 , 𝑉 𝑟𝑒𝑓
𝑦 )𝑇𝑘 in (8). From

the corrected orientation 𝜓̂𝑇𝑘 , the reference orientation (𝑊 𝑟𝑒𝑓
𝜓 )𝑇𝑘 is

obtained.
(2) From the references (𝑉 𝑟𝑒𝑓

𝑥 , 𝑉 𝑟𝑒𝑓
𝑦 ,𝑊 𝑟𝑒𝑓

𝜓 )𝑇𝑘 and the corrected linear
velocities and orientation (𝑉𝑥, 𝑉𝑦, 𝑊̂𝜓 )𝑇𝑘 , the velocity and orienta-
tion control actions (𝑉 𝑢

𝑥 , 𝑉
𝑢
𝑦 ,𝑊

𝑢
𝜓 )
𝑇
𝑘 are computed via PI control,

and then, the dynamic references 𝑢𝑇𝑘 via the inverse kinematics
in (9).

(3) The non-linear robot model in (10) is iterated, and the next
estimates are calculated
⎧

⎪

⎨

⎪

⎩

𝜉𝑇𝑘+1 = 𝑓
(

𝜉𝑇𝑘 , (𝑛1)
𝑇
𝑘 , 𝑢

𝑇
𝑘
)

𝑧̂𝑇𝑘+1 = ℎ
(

𝜉𝑇𝑘+1, (𝑛2)
𝑇
𝑘+1

) . (17)

The covariance is additionally propagated such as in (11).
(4) After 𝑁-1 iterations, the first subset of estimations is obtained,

{𝜉𝑇𝑘+1,… , 𝜉𝑇𝑘+𝑁−1}.
(5) Repeating Steps 1–4 ℎ-1 times, the complete set of estimates is

computed, {𝜉𝑇𝑘+1,… , 𝜉𝑇𝑘+ℎ𝑁−1}.

.3.2. Stochastic stability
Next, stochastic stability of the NUDREKF is analyzed. Note that, if

he estimation error of the NUDREKF can be bounded, then the control
ystem, based on PI controllers, can achieve the desired performance.
irst, let us consider the following statistical properties:

• E
[

𝜉𝑇0
]

= 𝜉𝑇0|0, E
[

(

𝜉𝑇0 − 𝜉𝑇0|0
)(

𝜉𝑇0 − 𝜉𝑇0|0
)⊤

]

= 𝑃 𝑇0|0,

• E
[

(𝑛1)𝑇𝑘
]

= 0, E
[

(𝑛2)𝑇𝑘
]

= 0,
• E

[

(𝑛1)𝑇𝑘 [(𝑛1)
𝑇
𝑘 ]
⊤] = 𝑄𝑇𝑘 , E

[

(𝑛2)𝑇𝑘 [(𝑛2)
𝑇
𝑘 ]
⊤] = 𝑅𝑇𝑘 .

To deal with the dual-rate behavior and with the packet dropout at
he same time, a binary variable 𝜆𝑘 is designed. When 𝜆𝑘 = 0, either
here is no measurement in that instant, i.e. (𝑘𝑇 mod 𝑁𝑇 ) ≠ 0, or
he sensor measurement is lost. On the contrary, when 𝜆𝑘 = 1, the
easurement is transmitted normally. Note that, 𝜆𝑘 is not an actual
andom variable, since the instants of time defined by the slow period
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Fig. 4. Path tracking comparison for Lissajous curve in simulation (𝐷𝑃 = 0.5, 𝑁 = 10).
are known. However, it will be considered as a random variable to
simplify the stability analysis. As a result, a constraint in the mean
square of 𝜆𝑘 is induced, since, as a maximum, there is only one
transmission in a slow period 𝑁𝑇 , i.e. 𝜆 ∶= E[𝜆𝑘] ≤ 1∕𝑁 .

Theorem 1. For given scalars 𝜎 = max{𝜎𝑖} ≥ 0 for 𝑖 = 1,… , 𝑠,
𝛿 =

∑𝑠
𝑖=1 𝛿(𝑖) ≥ 0, 𝑎1 > 0, 𝑎2 > 0, 𝑎3 > 0, the prediction error

of the NUDREKF is exponentially bounded in mean square with bound
E
{

(

𝜉𝑇𝑘+1|𝑘
)2

}

≤ 𝑝̄
pE

{

(

𝜉𝑇1|0
)2

}

(1−𝜂)𝑘+𝜈𝑝̄
∑𝑘−1
𝑖=1 (1−𝜂)

𝑖 if real constants

𝑎̄, ℎ̄, h, 𝑘̄, 𝑙, l 𝑚̄, 𝑝̄, p, 𝑞, q, 𝑟̄ such that

𝐴𝑇𝑘 ≤ 𝑎̄𝐼, h𝐼 ≤ 𝐻𝑇
𝑘 ≤ ℎ̄𝐼, 𝐾𝑇

𝑘 ≤ 𝑘̄𝐼,

l𝐼 ≤ 𝐿𝑇𝑘 ≤ 𝑙𝐼, 𝑀𝑇
𝑘 ≤ 𝑚̄𝐼,

p𝐼 ≤ 𝑃 𝑇𝑘+1|𝑘+1 ≤ 𝑃 𝑇𝑘+1|𝑘 ≤ 𝑝̄𝐼,

q𝐼 ≤ 𝑄𝑇𝑘 ≤ 𝑞𝐼, 𝑅𝑇𝑘 ≤ 𝑟̄𝐼

(18)

are satisfied ∀𝑘, 𝐻𝑇
𝑘 is nonsingular ∀𝑘, the initial prediction error is

bounded, and the following inequalities are satisfied

1 − 𝑎̄2 + (1 − 𝛾)𝑎̄2(1 + 𝑎1)
(

1 + 𝑘̄ℎ̄
)2 + (1 + 𝑎−11 + 𝑎−12 )𝑘̄2𝜎ℎ̄2

𝛾𝑎̄2
< 𝜆 ≤ 1∕𝑁,

(19)

0 <
l2q

𝑎̄2𝑝̄ + l2q
+ 𝑎3

l2q
𝑎̄2𝑝̄ + l2q

− 𝑎3 − 𝑎−13 𝑘̄𝜎 ≤ 1, (20)

where 𝛾 is the average sensor communication rate, 𝜂 = 𝜇+𝑎3𝜇−𝑎3−𝑎−13 𝑘̄𝜎,

𝜈 = 𝑎−13 𝑘̄2𝛿 + 𝑎̄2 𝑘̄2 𝑟̄+𝑙2𝑞
𝑝̄ and 𝜇 = l2q

𝑎̄2 𝑝̄+l2q
.

See proof in Appendix A.

4. Simulation

In this work, the Simscape Multibody application developed in [34]
has been enhanced to integrate network features. This realistic simu-
lation application includes all the specific parameters (surface friction,
robot dynamics, sensor noise, actuator limitations, and so on) under
which the experimentation is conducted. For more details, a shortened
version of the application is available at https://github.com/CO3-UPV/
Simscape_Robot_Mecanum. The application has been used with the aim
of comparing the proposed control solution to other control approaches.

4.1. Cases simulated

The control proposal presented in this work is compared to three
different control approaches, ranging from single-rate (SR) to dual-rate
(DR) cases. Every case simulated uses the same time-varying delay
382
distribution (with 𝜂 = 0.01 and 𝜙 = 0.02 in (7)) but different sampling
periods (𝑁 = [1, 2,… , 12]), and dropout probabilities (𝐷𝑃 = 𝑝𝑠𝑐 =
𝑝𝑐𝑎 = [0, 0.1,… , 0.7]). Next, the cases considered in the comparison are
presented, being the fourth one (DRHE) the control solution proposed
in this work:

• Single-rate (SR): In this case, sensing and actuation is carried out
at the same period 𝑁𝑇 , being 𝑇 = 0.1 s. Let us define the nominal
single-rate case when 𝑁 = 1 and no dropout occurs (𝐷𝑃 = 0).

• Dual-rate (DR): In this case, the proposal presented in [34] is
considered. The remote side receives the measurements every 𝑁𝑇
instants of time. Then, it computes 𝑁 control actions, which are
sent in a packet. The actuator receives and applies the actions at
period 𝑇 . If a packet dropout occurs, the last control action of
the last packet received by the actuator is held. This case will be
considered as the reference dual-rate case to be compared with
the next dual-rate cases.

• Dual-rate with ℎ-step ahead prediction stage (DRH): In this case,
if packet dropouts occur, control action estimates can be applied
(ℎ > 𝑁 is assumed). Depending on the dropout probability and
the periods considered, the number of control action estimates,
ℎ𝑁 , will take values in the range {10, 50}.

• Dual-rate with ℎ-step ahead prediction stage and periodic event-
triggered condition (DRHE): It is the same case as in DRH, but also
applying control action estimates when the event condition is not
triggered. Now, ℎ𝑁 ∈ {100, 156}. For the lowest sampling period,
i.e., when 𝑁 = 12, then ℎ𝑁 = 156, which implies to face up to
ℎ = 13 consecutive packet dropouts at period 𝑁𝑇 = 1.2 s. This
corresponds to a lack of system data (dropouts, or long delays)
for up to 15.6 s. The event-triggered parameters are defined as
𝛿(𝑖) = 0.1, 𝑖 = 1..𝑠 in (4), and 𝜎(𝑖) = 0.1, 𝑖 = 1..4; 𝜎(𝑖) = 0.05, 𝑖 =
5..𝑠 in (4).

Let us use three different reference trajectories to be tracked: a
Lissajous curve (Fig. 4), a double lane change maneuver (Fig. 5), and
a path including a 180◦ turn (Fig. 6). In all of them, 𝑉 𝑟𝑒𝑓 = 0.2 m/s.
The figures depict a comparison among the cases previously presented.
The dual-rate options consider a multiplicity 𝑁 = 10, and a dropout
probability 𝐷𝑃 = 0.5. As shown for every trajectory, DRH and DRHE
clearly outperforms DR, reaching a similar behavior to the nominal case
for SR. This is mainly due to the fact that DRH and DRHE are able to
cope with network problems such as time-varying delays and packet
dropouts by computing future fast-rate state estimates. Additionally,
by integrating the event-triggered communication mechanism, DRHE
is able to reduce resource usage, as it will be analyzed in next sections.

4.2. Cost indexes
The next cost indexes will be used to assess the results in Section 4.3:

https://github.com/CO3-UPV/Simscape_Robot_Mecanum
https://github.com/CO3-UPV/Simscape_Robot_Mecanum
https://github.com/CO3-UPV/Simscape_Robot_Mecanum
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Fig. 5. Path tracking comparison for a double lane change maneuver in simulation (𝐷𝑃 = 0.5, 𝑁 = 10).
Fig. 6. Path tracking comparison for a 180◦ turn in simulation (𝐷𝑃 = 0.5, 𝑁 = 10).
• Root-mean-square error, 𝐽1 (m):

𝐽1 =
1
𝑙

𝑙
∑

𝑘=1
min

1≤𝑘′≤𝑙

√

(

𝑋𝑇
𝑘 − (𝑋𝑟𝑒𝑓 )𝑇𝑘′

)2
+
(

𝑌 𝑇𝑘 − (𝑌 𝑟𝑒𝑓 )𝑇𝑘′
)2
. (21)

• Maximum root-square error, 𝐽2 (m):

𝐽2 = max
1≤𝑘≤𝑙

{

min
1≤𝑘′≤𝑙

√

(

𝑋𝑇
𝑘 − (𝑋𝑟𝑒𝑓 )𝑇𝑘′

)2
+
(

𝑌 𝑇𝑘 − (𝑌 𝑟𝑒𝑓 )𝑇𝑘′
)2

}

.

(22)

• Time elapsed, 𝐽3 (s):

𝐽3 = 𝑙𝑇 . (23)

• Resource usage reduction, 𝐽4:

𝐽4 =
𝑇 𝑟(∗)
𝑇 𝑟(𝑛𝑜𝑚)

, (24)

which is the relation between the amount of packets transmitted
by the case selected, 𝑇 𝑟(∗), and the packets transmitted by the
nominal single-rate time-triggered control, 𝑇 𝑟(𝑛𝑜𝑚).

4.3. Simulation results

As the trends observed are the same for every trajectory previously
simulated, for the sake of brevity, let us only present and analyze
the results obtained for the Lissajous curve. Figs. 7–10 depict the cost
indexes got for this trajectory. For comparison purposes, 𝐽1, 𝐽2 and
𝐽3 are normalized with respect to the nominal SR case (𝐽4 is already
normalized by definition). A representative subset of the results are
quantified in Tables 1–4. These are the main conclusions:
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Fig. 7. Simulation results for single-rate (SR).

• According to Fig. 7, if the period 𝑁𝑇 and the packet dropout
probability 𝐷𝑃 are increased with respect to the nominal single-
rate (SR) case (where 𝑁 = 1 and 𝐷𝑃 = 0), the cost indexes
𝐽1, 𝐽2 and 𝐽3 for SR are significantly incremented, which means
a clear control performance worsening. This fact is numerically
quantified in the column named SR in Tables 1–3, where the
unstable responses are represented by the ∞ symbol.

• In Fig. 8, a considerable improvement for every dual-rate (DR)
cost index with respect to each homologous SR case is observed.
This aspect is confirmed by the column named DR in Tables 1–3,
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Fig. 8. Simulation results for dual-rate (DR).

where lower values are presented for DR in comparison with SR.
For the stable cases of SR, that is, when 𝑁 = 2 and 𝐷𝑃 < 0.4,
the improvement reached by DR in 𝐽1 and 𝐽2 is quite evident (up
to 53% and 77%, respectively). For the other cases, except for
𝑁 = {6, 12} and 𝐷𝑃 = 0.6, DR is able to achieve stable responses
versus the SR unstable behaviors. The stable responses for DR can
be obtained for larger sensing periods than in the SR case, that
is, 𝑁 could even arrive at 12 for DR, while only at 2 for SR. As
expected (and also observed in SR), for a particular 𝑁 in DR, the
greater 𝐷𝑃 is, the worse (higher) values for the cost indexes 𝐽1,
𝐽2 and 𝐽3 will be.

• Fig. 9 shows that the cost indexes for the dual-rate case with the
ℎ-step ahead prediction stage (DRH) are noticeably decremented
with respect to the DR case, except when 𝐷𝑃 = 0, since both
approaches coincide under this condition. The improvement can
be better observed as 𝑁 and 𝐷𝑃 are increased. Tables 1–3 verify
this achievement. For instance, considering one of the extreme
cases, that is, when 𝑁 = 12 and 𝐷𝑃 = 0.4, improvements around
56% in 𝐽1, 59% in 𝐽2, and 31% in 𝐽3 can be reached. On average,
for DRH, 𝐽1 is reduced 29%, 𝐽2 50%, and 𝐽3 12% with respect to
DR. It is worthy to note that the case where 𝑁 = 6 and 𝐷𝑃 = 0.6
results in stable behavior for DRH versus the unstable response
for DR.

• Finally, Fig. 10 depicts the excellent trade-off between control
performance and resource usage reduction, which can be attained
by our proposal, that is, the dual-rate case with prediction stage
and event-triggered communication (DRHE). These are the main
conclusions:

– 𝐽1, 𝐽2 and 𝐽3 for DRHE have slightly worsened with respect
to DRH. According to Tables 1–3, on average, 𝐽1 increases
around 19%, 𝐽2 21%, and 𝐽3 3%. Then, DRHE achieves an
average improvement of around 10% in 𝐽1, 29% in 𝐽2, and
9% in 𝐽3 with respect to DR. Compared to the nominal SR
case, the average worsening is also light: 28% in 𝐽1, 2% in
𝐽2, and 6% in 𝐽3. As a consequence of all the percentages, an
acceptable performance deterioration for DRHE is deduced.

– As detailed in Table 4, 𝐽4 is ranging from 0.067 (for 𝑁 = 12
and 𝐷𝑃 = 0) to 0.132 (for 𝑁 = 2 and 𝐷𝑃 = 0.6), which
means a significant reduction in resource usage (between
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Fig. 9. Simulation results for dual-rate with ℎ-step stage (DRH).

Fig. 10. Simulation results for dual-rate with ℎ-step stage and events (DRHE).

87% and 93%) with respect to the nominal SR approach. Ta-
ble 4 additionally shows the expected reduction in resource
usage (for the stable cases) as 𝑁 increases. This reduction
is intensified by using DRHE. Comparing DRHE with DRH,
the lower 𝑁 is, the higher percentage of reduction will be
reached (for 𝑁 = 2, the reduction arrives approximately at
76%, while for 𝑁 = 12 only at 18%). A higher 𝑁 implies
sending fewer packets, and hence, gives a limited room to
further reductions.

5. Experimental validation

In this work, the test-bed robotic platform used in [34] is improved
to enable remote control (see in Fig. 11). Then, an Ebyte E220 wireless
communication module has been added via serial port to be used both
in the robot and in the remote station. The code has been developed
via Simulink with Simulink Coder for Arduino Due. In this section, the
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Table 1
Results for 𝐽1 in simulation.
𝐽1 SR DR DRH DRHE

𝐷𝑃 𝑁

0 1 1.00 – – –
0.2 1 1.15 – – –
0.4 1 1.57 – – –
0.6 1 ∞ – – –
0 2 1.07 0.83 0.83 1.01
0.2 2 1.80 0.86 0.85 1.10
0.4 2 ∞ 1.08 0.93 1.15
0.6 2 ∞ 2.15 1.03 1.37
0 6 ∞ 0.85 0.85 1.03
0.2 6 ∞ 1.12 0.86 1.09
0.4 6 ∞ 1.98 1.19 1.40
0.6 6 ∞ ∞ 1.61 1.89
0 12 ∞ 1.02 1.02 1.10
0.2 12 ∞ 1.56 1.23 1.28
0.4 12 ∞ 3.32 1.48 1.73
0.6 12 ∞ ∞ ∞ ∞

Table 2
Results for 𝐽2 in simulation.
𝐽2 SR DR DRH DRHE

𝐷𝑃 𝑁

0 1 1.00 – – –
0.2 1 1.20 – – –
0.4 1 1.40 – – –
0.6 1 ∞ – – –
0 2 1.10 0.56 0.56 0.58
0.2 2 2.28 0.58 0.57 0.70
0.4 2 ∞ 1.69 0.58 0.81
0.6 2 ∞ 2.80 0.73 1.21
0 6 ∞ 0.65 0.65 0.72
0.2 6 ∞ 1.22 0.68 0.84
0.4 6 ∞ 2.90 1.11 1.29
0.6 6 ∞ ∞ 1.15 1.53
0 12 ∞ 0.68 0.68 0.70
0.2 12 ∞ 2.11 1.17 1.27
0.4 12 ∞ 3.20 1.33 1.55
0.6 12 ∞ ∞ ∞ ∞

Table 3
Results for 𝐽3 in simulation.
𝐽3 SR DR DRH DRHE

𝐷𝑃 𝑁

0 1 1.00 – – –
0.2 1 1.01 – – –
0.4 1 1.02 – – –
0.6 1 ∞ – – –
0 2 1.02 1.01 1.01 1.03
0.2 2 1.03 1.02 1.01 1.04
0.4 2 ∞ 1.03 1.02 1.07
0.6 2 ∞ 1.25 1.03 1.08
0 6 ∞ 1.03 1.03 1.04
0.2 6 ∞ 1.05 1.03 1.05
0.4 6 ∞ 1.40 1.04 1.07
0.6 6 ∞ ∞ 1.04 1.10
0 12 ∞ 1.04 1.04 1.05
0.2 12 ∞ 1.14 1.05 1.07
0.4 12 ∞ 1.51 1.05 1.08
0.6 12 ∞ ∞ ∞ ∞

experiments tested in the platform are shown to validate the simulation
results.

5.1. Cases validated

Due to hardware limitations in the communication devices, the
lowest period that can be used to send packets through the network
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Table 4
Results for 𝐽4 in simulation.
𝐽4 SR DR DRH DRHE

𝐷𝑃 𝑁

0 1 1.000 – – –
0.2 1 1.000 – – –
0.4 1 1.000 – – –
0.6 1 ∞ – – –
0 2 0.500 0.500 0.500 0.119
0.2 2 0.500 0.500 0.500 0.124
0.4 2 ∞ 0.500 0.500 0.129
0.6 2 ∞ 0.500 0.500 0.132
0 6 ∞ 0.167 0.167 0.099
0.2 6 ∞ 0.167 0.167 0.102
0.4 6 ∞ 0.167 0.167 0.105
0.6 6 ∞ ∞ 0.167 0.108
0 12 ∞ 0.083 0.083 0.067
0.2 12 ∞ 0.083 0.083 0.068
0.4 12 ∞ 0.083 0.083 0.069
0.6 12 ∞ ∞ ∞ ∞

Fig. 11. Holonomic Mecanum-wheeled robot.

results in 𝑁𝑇 = 0.2𝑠. A representative subset of experiments is analyzed
to validate the trends observed in the simulation. The cases studied
consider the dropout probabilities 𝐷𝑃 = [0, 0.1, 0.2, 0.3.0.4], and the
multiplicities 𝑁 = [2, 4, 6]. As a consequence of practical issues, higher
𝐷𝑃 and 𝑁 result in unfeasible experiments. It is also worth noting that,
due to the workspace available for experimentation, the size of the
reference to be tracked has been reduced with respect to the simulation.

Figs. 12–14 depict a comparison among the different cases in the
test-bed platform for every trajectory used in Section 4.1. The parame-
ters considered for the dual-rate cases are 𝑁 = 4 and 𝐷𝑃 = 0.4. These
tests validate the trends observed in simulation, that is:

• DRH and DRHE reach a similar behavior to the fastest possible
SR option (at 0.2s).

• DRH and DRHE clearly outperform DR, whose behavior is on the
verge of instability for every trajectory in this case.

As it will be detailed in next section, DRHE is additionally able to
reduce resource usage compared to DRH.

5.2. Experimental results

For the sake of brevity, let us focus on the DRH and DRHE cases
for the Lissajous curve. Figs. 15 and 16 show the cost indexes obtained
in the experimental validation, which verify the behaviors observed in
simulation. A representative subset of these results are quantified in
Tables 5 and 6. These are the main conclusions:

• 𝐽1, 𝐽2 and 𝐽3 for DRHE have slightly worsened with respect to
DRH. On average, 𝐽1 increases around 16%, 𝐽2 10%, and 𝐽3 3%.
𝐽1 and 𝐽3 present quite similar percentages to those obtained in
simulation (19% and 3%, respectively), while 𝐽 is a bit better
2
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Fig. 12. Path tracking comparison for Lissajous curve in experiments (𝐷𝑃 = 0.4, 𝑁 = 4).
Fig. 13. Path tracking comparison for a double lane change maneuver in experiments (𝐷𝑃 = 0.4, 𝑁 = 4).
Fig. 14. Path tracking comparison for a 180◦ turn in experiments (𝐷𝑃 = 0.4, 𝑁 = 4).
(20% in simulation). This may be due to the reduced subset of
instances used in experimentation, which may benefit the average
in this case. As in simulation, the results imply an acceptable
performance deterioration for DRHE.

• 𝐽4 is ranging from 0.092 (for 𝑁 = 6 and 𝐷𝑃 = 0) to 0.192
(for 𝑁 = 2 and 𝐷𝑃 = 0.4), which means a significant reduction
in resource usage (between 81% and 91%) with respect to the
nominal SR approach. This range is very similar to that obtained
in simulation (from 87% for 𝑁 = 2 to 91% for 𝑁 = 6). Comparing
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DRHE with DRH, for 𝑁 = 2 the average reduction arrives
approximately at 64%, while for 𝑁 = 6 at 46%. In simulation,
the reduction reached is a bit higher for 𝑁 = 2 (76%), but the
same for 𝑁 = 6.

As a summary, the experimentation validates the excellent trade-off
between control performance and resource usage reduction, which can
be attained by the control solution proposed in this work.
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Fig. 15. Experimental results for dual-rate with ℎ-step stage (DRH).

Fig. 16. Experimental results for dual-rate with ℎ-step stage and events (DRHE).

Table 5
Results for 𝐽1 and 𝐽2 in experimentation.
𝐽1 DRH DRHE 𝐽2 DRH DRHE

𝐷𝑃 𝑁 𝐷𝑃 𝑁

0 2 1.00 1.05 0 2 1.00 1.04
0.2 2 1.01 1.12 0.2 2 1.02 1.11
0.4 2 1.10 1.23 0.4 2 1.04 1.22
0 6 1.54 1.97 0 6 1.05 1.11
0.2 6 1.55 1.99 0.2 6 1.06 1.17
0.4 6 1.65 2.10 0.4 6 1.19 1.51

Table 6
Results for 𝐽3 and 𝐽4 in experimentation.
𝐽3 DRH DRHE 𝐽4 DRH DRHE

𝐷𝑃 𝑁 𝐷𝑃 𝑁

0 2 1.00 1.01 0 2 0.500 0.170
0.2 2 1.01 1.02 0.2 2 0.500 0.188
0.4 2 1.02 1.05 0.4 2 0.500 0.192
0 6 1.07 1.11 0 6 0.167 0.092
0.2 6 1.08 1.13 0.2 6 0.167 0.093
0.4 6 1.09 1.15 0.4 6 0.167 0.101
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6. Conclusions

A novel remote control structure based on a systematic integration
of estimation, communication, sampling and control techniques is in-
troduced in a wireless networked control framework. The main goal
of the proposal is to reach resource efficiency while keeping a sat-
isfactory path-following behavior for a holonomic Mecanum-wheeled
robot. Mean-square stability conditions for a non-uniform dual-rate
extended Kalman filter are given. A powerful simulation application
allows us to reveal the main benefits of the control solution compared
to conventional approaches. As a summary, reductions in resource
usage of up to 93% are shown in comparison with a nominal time-
triggered control approach. As a result, the control design is able to
work under low bandwidth conditions, and face a lack of consecutive
information for up to 15.6 s, which may be due to a relevant number of
consecutive packets dropouts, or long delays. Experimental evaluation
validates the results observed in simulation.

As future works, the control solution may be tested using other
kind of sensing technology (lidar, GPS, etc.) in order to consider wider
paths, even outdoor. With the aim of reaching a real-world implemen-
tation, which may involve multiple robots, some crucial aspects such
as communication between robots for information exchange, collision
avoidance strategies for safe operation, and mechanisms for consensus
and coordination to achieve collective goals should be considered.
Finally, dynamic event-triggered communication mechanisms may be
included in order to explore possible further reductions in resource
usage.
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Appendix A. Proof of Theorem 1

Proof. The proof is divided into three steps. First, an upper bound
for the estimation error covariance matrix 𝑃 𝑇𝑘+1|𝑘+1 is obtained. Then,
it is shown that E

[

𝑃 𝑇𝑘+1|𝑘+1
]

≤ E
[

𝑃 𝑇𝑘+1|𝑘
]

. Finally, it is proved that the
prediction error is exponentially bounded in mean square.
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E

w

Step 1: First, let us apply Taylor series expansion to the nonlinear
system such that the following prediction error covariance matrices can
be derived:

𝑃 𝑇𝑘+1|𝑘 = 𝐴𝑇𝑘 𝑃
𝑇
𝑘|𝑘[𝐴

𝑇
𝑘 ]
⊤ + 𝐿𝑇𝑘𝑄

𝑇
𝑘 [𝐿

𝑇
𝑘 ]
⊤, (A.1)

𝑃 𝑇𝑥𝑧,𝑘+1 = 𝑃 𝑇𝑘+1|𝑘[𝐻
𝑇
𝑘+1]

⊤, (A.2)

𝑃 𝑇𝑧𝑧,𝑘+1 = 𝐻𝑇
𝑘+1𝑃

𝑇
𝑘+1|𝑘[𝐻

𝑇
𝑘+1]

⊤ +𝑀𝑇
𝑘 𝑅

𝑇
𝑘+1[𝑀

𝑇
𝑘 ]

⊤, (A.3)

where 𝑃 𝑇𝑘|𝑘 is the upper bound to be computed. If an event is triggered
(𝛾𝑘+1 = 1) and there is no loss, either real or artificial due to the dual-
rate sampling (𝜆𝑘+1 = 1), the filter degenerates to a standard Kalman
filter, and the single-rate estimation error covariance can be written as
follows [45]:

𝑃 𝑇𝑘+1|𝑘+1 = 𝑃 𝑇𝑘+1|𝑘 − 𝑃
𝑇
𝑥𝑧,𝑘+1[𝑃

𝑇
𝑧𝑧,𝑘+1]

−1[𝑃 𝑇𝑥𝑧,𝑘+1]
⊤ for 𝛾𝑘+1 = 1 (A.4)

In the case of 𝛾𝑘+1 = 0, (13) can be rewritten as

𝜉𝑇𝑘+1|𝑘+1 = 𝜉𝑇𝑘+1|𝑘 +𝐾
𝑇
𝑘+1

(

𝑧𝑇𝑘+1 − 𝑧̂
𝑇
𝑘+1

)

+𝐾𝑇
𝑘+1

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

, (A.5)

where 𝑧̄𝑇𝑘+1 maintains the value during the fast periods of the last
received output 𝑧̄𝑁𝑇𝑘+1. Consequently, the estimation error is

𝜉𝑇𝑘+1|𝑘+1 = 𝜉𝑇𝑘+1|𝑘 −𝐾
𝑇
𝑘+1

(

𝑧𝑇𝑘+1 − 𝑧̂
𝑇
𝑘+1

)

−𝐾𝑇
𝑘+1

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

. (A.6)

Using the Taylor expansion in (16), (A.6) can be approximated by

𝜉𝑇𝑘+1|𝑘+1 =
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

𝑥̃𝑇𝑘+1|𝑘−𝐾
𝑇
𝑘+1𝑀

𝑇
𝑘+1(𝑛2)

𝑇
𝑘+1−𝐾

𝑇
𝑘+1

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

. (A.7)

Now, 𝑃 𝑇𝑘+1|𝑘+1 for 𝛾𝑘+1 = 0 can be computed as

𝑃 𝑇
𝑘+1|𝑘+1 =E

[

𝜉𝑇𝑘+1|𝑘+1[𝜉
𝑇
𝑘+1|𝑘+1]

⊤
]

=
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

𝑃 𝑇
𝑘+1|𝑘

(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

+ 𝐾𝑇
𝑘+1𝑀

𝑇
𝑘+1𝑅

𝑇
𝑘+1[𝑀

𝑇
𝑘+1]

⊤[𝐾𝑇
𝑘+1]

⊤

+ 𝐾𝑇
𝑘+1E

[

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

) (

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)⊤
]

[𝐾𝑇
𝑘+1]

⊤

−
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

E
[

𝜉𝑇𝑘+1|𝑘
(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)⊤
]

[𝐾𝑇
𝑘+1]

⊤

− 𝐾𝑇
𝑘+1E

[

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

[𝜉𝑇𝑘+1|𝑘]
⊤
]

(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

+ 𝐾𝑇
𝑘+1E

[(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

[(𝑛2)𝑇𝑘+1]
⊤] [𝐾𝑇

𝑘+1]
⊤

+ 𝐾𝑇
𝑘+1E

[

(𝑛2)𝑇𝑘+1
(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)⊤
]

[𝐾𝑇
𝑘+1]

⊤

(A.8)

Using [46, Lemma 1] and the event-triggering condition in (4), the
following inequalities are obtained:

−
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

E
[

𝜉𝑇𝑘+1|𝑘
(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)⊤
]

[𝐾𝑇
𝑘+1]

⊤

− 𝐾𝑇
𝑘+1E

[

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

[𝜉𝑇𝑘+1|𝑘]
⊤
]

(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

≤ 𝑎1
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

𝑃 𝑇𝑘+1|𝑘
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

+ 𝑎−11 𝐾𝑇
𝑘+1E

[

(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

) (

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)⊤
]

[𝐾𝑇
𝑘+1]

⊤

≤ 𝑎1
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

𝑃 𝑇𝑘+1|𝑘
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

+ 𝑎−11 𝐾𝑇
𝑘+1𝜎𝑃

𝑇
𝑧𝑧,𝑘+1[𝐾

𝑇
𝑘+1]

⊤ + 𝑎−11 𝐾𝑇
𝑘+1𝛿[𝐾

𝑇
𝑘+1]

⊤

and

𝐾𝑇
𝑘+1E

[(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)

[(𝑛2)𝑇𝑘+1]
⊤] [𝐾𝑇

𝑘+1]
⊤

+ 𝐾𝑇
𝑘+1E

[

(𝑛2)𝑇𝑘+1
(

𝑧̄𝑇𝑘+1 − 𝑧
𝑇
𝑘+1

)⊤
]

[𝐾𝑇
𝑘+1]

⊤

≤ 𝑎2𝐾
𝑇
𝑘+1𝑅

𝑇
𝑘+1[𝐾

𝑇
𝑘+1]

⊤ + 𝑎−12 𝐾𝑇
𝑘+1𝜎𝑃

𝑇
𝑧𝑧,𝑘+1[𝐾

𝑇
𝑘+1]

⊤ + 𝑎−12 𝐾𝑇
𝑘+1𝛿[𝐾

𝑇
𝑘+1]

⊤.

Then, for 𝛾𝑘+1 = 0,

𝑃 𝑇𝑘+1|𝑘+1 =(1 + 𝑎1)
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

𝑃 𝑇𝑘+1|𝑘
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

+ (1 + 𝑎2)𝐾𝑇
𝑘+1𝑅

𝑇
𝑘+1[𝐾

𝑇
𝑘+1]

⊤

+ (1 + 𝑎−1 + 𝑎−1)𝐾𝑇
(

𝜎𝑃 𝑇 + 𝛿
)

[𝐾𝑇 ]⊤
(A.9)
388

1 2 𝑘+1 𝑧𝑧,𝑘+1 𝑘+1 𝑐
Finally, combining (A.1), (A.2), (A.3), (A.8) and (A.9), it is got

𝑃 𝑇𝑘+1|𝑘+1 =𝑃
𝑇
𝑘+1|𝑘 − 𝛾𝑘+1𝜆𝑘+1𝑃

𝑇
𝑘+1|𝑘[𝐻

𝑇
𝑘+1]

⊤

×
(

𝐻𝑇
𝑘+1𝑃

𝑇
𝑘+1|𝑘[𝐻

𝑇
𝑘+1]

⊤ + 𝑅𝑇𝑘+1
)−1

𝐻𝑇
𝑘+1𝑃

𝑇
𝑘+1|𝑘

+ (1 − 𝛾𝑘)
[

(1 + 𝑎1)
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)

𝑃 𝑇𝑘+1|𝑘
(

𝐼 −𝐾𝑇
𝑘+1𝐻

𝑇
𝑘+1

)⊤

+ (1 + 𝑎2)𝐾𝑇
𝑘+1𝑅

𝑇
𝑘+1[𝐾

𝑇
𝑘+1]

⊤

+ (1 + 𝑎−11 + 𝑎−12 )𝐾𝑇
𝑘+1

×
(

𝜎𝐻𝑇
𝑘+1𝑃

𝑇
𝑘+1|𝑘[𝐻

𝑇
𝑘+1]

⊤ +𝑀𝑇
𝑘+1𝑅

𝑇
𝑘+1[𝑀

𝑇
𝑘+1]

⊤ + 𝛿
)

[𝐾𝑇
𝑘+1]

⊤
]

(A.10)

Step 2: Now, 𝑃 𝑇𝑘+1|𝑘+1 is statistically analyzed. From (A.1) and
(A.10), it is obtained

E
[

𝑃 𝑇𝑘+1|𝑘
]

=E

[

𝐴𝑇𝑘 𝑃
𝑇
𝑘|𝑘−1[𝐴

𝑇
𝑘 ]
⊤ + 𝐿𝑇𝑘𝑄

𝑇
𝑘 [𝐿

𝑇
𝑘 ]
⊤

− 𝛾𝑘𝜆𝑘𝐴
𝑇
𝑘 𝑃

𝑇
𝑘|𝑘−1[𝐻

𝑇
𝑘 ]

⊤

×
(

𝐻𝑇
𝑘 𝑃

𝑇
𝑘|𝑘−1[𝐻

𝑇
𝑘 ]

⊤ + 𝑅𝑇𝑘
)−1

𝐻𝑇
𝑘 𝑃

𝑇
𝑘|𝑘−1[𝐴

𝑇
𝑘 ]
⊤

+ (1 − 𝛾𝑘)𝐴𝑇𝑘

(

(1 + 𝑎1)
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘
)

𝑃 𝑇𝑘|𝑘−1
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘
)⊤

+ (1 + 𝑎2)𝐾𝑇
𝑘 𝑅

𝑇
𝑘 [𝐾

𝑇
𝑘 ]

⊤

+ (1 + 𝑎−11 + 𝑎−12 )𝐾𝑇
𝑘

(

𝜎𝐻𝑇
𝑘 𝑃

𝑇
𝑘|𝑘−1[𝐻

𝑇
𝑘 ]

⊤

+ 𝑀𝑇
𝑘 𝑅

𝑇
𝑘 [𝑀

𝑇
𝑘 ]

⊤ + 𝛿
)

[𝐾𝑇
𝑘 ]

⊤

)

[𝐴𝑇𝑘 ]
⊤

]

(A.11)

Let us now recall 𝜆 = E[𝜆𝑘] and assume that 𝛾 is the average sensor
communication rate [47]. Then, using [48, Lemma, Appendix A2,
p.347] with 𝐴 = 𝐻𝑇

𝑘 𝑃
𝑇
𝑘|𝑘−1[𝐻

𝑇
𝑘 ]

⊤ and 𝐵 = 𝑅𝑇𝑘 yields

E
[

𝑃 𝑇
𝑘+1|𝑘

]

<𝐴𝑇𝑘E
[

𝑃 𝑇
𝑘|𝑘−1

]

[𝐴𝑇𝑘 ]
⊤ + 𝐿𝑇𝑘𝑄

𝑇
𝑘 [𝐿

𝑇
𝑘 ]
⊤

− 𝛾𝜆
(

𝐴𝑇𝑘E
[

𝑃 𝑇
𝑘|𝑘−1

]

[𝐴𝑇𝑘 ]
⊤ − 𝐴𝑇𝑘 [𝐻

𝑇
𝑘 ]

−1𝑅𝑇𝑘 [[𝐻
𝑇
𝑘 ]

−1]⊤[𝐴𝑇𝑘 ]
⊤
)

+ E
[

(1 − 𝛾𝑘)𝐴𝑇𝑘

(

(1 + 𝑎1)
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘

)

𝑃 𝑇
𝑘|𝑘−1

(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘

)⊤

+ (1 + 𝑎2)𝐾𝑇
𝑘 𝑅

𝑇
𝑘 [𝐾

𝑇
𝑘 ]

⊤

+ (1 + 𝑎−11 + 𝑎−12 )𝐾𝑇
𝑘

(

𝜎𝐻𝑇
𝑘 𝑃

𝑇
𝑘|𝑘−1[𝐻

𝑇
𝑘 ]

⊤

+ 𝑀𝑇
𝑘 𝑅

𝑇
𝑘 [𝑀

𝑇
𝑘 ]

⊤ + 𝛿
)

[𝐾𝑇
𝑘 ]

⊤

)

[𝐴𝑇𝑘 ]
⊤

]

(A.12)

Taking into account the assumptions in (18),

E
[

𝑃 𝑇𝑘+1|𝑘
]

<
(

𝑎̄2 − 𝛾𝜆𝑎̄2 + (1 − 𝛾)𝑎̄2(1 + 𝑎1)
(

1 + 𝑘̄ℎ̄
)2

+ (1 + 𝑎−11 + 𝑎−12 )𝑘̄2𝜎ℎ̄2
)

E
[

𝑃 𝑇𝑘|𝑘−1
]

+
(

𝑙2𝑞 − 𝛾𝜆𝑎̄2h2 𝑟̄ + (1 + 𝑎2)𝑘̄2 𝑟̄ + 𝑚̄2 𝑟̄ + 𝛿
)

𝑛

(A.13)

Now, assuming E[𝑃 𝑇1|0] > 0, it is observed that
[

𝑃 𝑇2|1
]

<
(

𝑎̄2 − 𝛾𝜆𝑎̄2 + (1 − 𝛾)𝑎̄2(1 + 𝑎1)
(

1 + 𝑘̄ℎ̄
)2

+ (1 + 𝑎−11 + 𝑎−12 )𝑘̄2𝜎ℎ̄2
)

‖𝑃 𝑇1|0‖

+
(

𝑙2𝑞 − 𝛾𝜆𝑎̄2h2 𝑟̄ + (1 + 𝑎2)𝑘̄2 𝑟̄ + 𝑚̄2 𝑟̄ + 𝛿
)

𝑛

< 𝑐1𝑐2𝑛 + 𝑐2𝑛,

(A.14)

here

= 𝑎̄2 − 𝛾𝜆𝑎̄2 + (1 − 𝛾)𝑎̄2(1 + 𝑎 )
(

1 + 𝑘̄ℎ̄
)2 + (1 + 𝑎−1 + 𝑎−1)𝑘̄2𝜎ℎ̄2,
1 1 1 2
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u

E

𝑐2 = max
{

‖𝑃 𝑇1|0‖, 𝑙
2𝑞 − 𝛾𝜆𝑎̄2h2 𝑟̄ + (1 + 𝑎2)𝑘̄2 𝑟̄ + 𝑚̄2 𝑟̄ + 𝛿

}

.

By induction, it is concluded that

E
[

𝑃 𝑇𝑘+1|𝑘
]

< 𝑐2
𝑘
∑

𝑖=0
𝑐𝑖1𝑛. (A.15)

Finally, the filter converges if 𝑐1 < 1, i.e. if

𝜆 >
1 − 𝑎̄2 + (1 − 𝛾)𝑎̄2(1 + 𝑎1)

(

1 + 𝑘̄ℎ̄
)2 + (1 + 𝑎−11 + 𝑎−12 )𝑘̄2𝜎ℎ̄2

𝛾𝑎̄2
.

Step 3: Define 𝑉 𝑇
𝑘+1(𝜉

𝑇
𝑘+1|𝑘) = [𝜉𝑇𝑘+1|𝑘]

⊤[𝑃 𝑇𝑘+1|𝑘]
−1𝜉𝑇𝑘+1|𝑘 with real num-

bers p and 𝑝̄ such that 1
𝑝̄

[

𝜉𝑇𝑘+1|𝑘
]2

≤ 𝑉 𝑇
𝑘+1(𝜉

𝑇
𝑘+1|𝑘) ≤ 1

p
[

𝜉𝑇𝑘+1|𝑘
]2

. Then,
sing (11), (12) and (A.7), the conditional expectation is
[

𝑉 𝑇
𝑘+1(𝜉

𝑇
𝑘+1|𝑘)|𝑥̃

𝑇
𝑘|𝑘−1

]

= E
[

[

𝐴𝑇𝑘
(

(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘

)

𝑥̂𝑇𝑘|𝑘−1 −𝐾
𝑇
𝑘 (1 − 𝛾𝑘)

(

(𝑛2)𝑇𝑘 + (𝑧̄𝑇𝑘−1 − 𝑧
𝑇
𝑘 )
)

)

+ 𝐿𝑇𝑘 (𝑛1)
𝑇
𝑘

]⊤

× [𝑃 𝑇
𝑘+1|𝑘]

−1
[

𝐴𝑇𝑘
(

(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘

)

𝑥̂𝑇𝑘|𝑘−1 −𝐾
𝑇
𝑘 (1 − 𝛾𝑘)

(

(𝑛2)𝑇𝑘 + (𝑧̄𝑇𝑘−1 − 𝑧
𝑇
𝑘 )
)

)

+ 𝐿𝑇𝑘 (𝑛1)
𝑇
𝑘

]

]

=
[

𝐴𝑇𝑘
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘

)

𝑥̂𝑇𝑘|𝑘−1 +𝐾
𝑇
𝑘 (1 − 𝛾𝑘)(𝑧̄

𝑇
𝑘−1 − 𝑧

𝑇
𝑘 )
]⊤

[𝑃 𝑇
𝑘+1|𝑘]

−1

×
[

𝐴𝑇𝑘
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘

)

𝑥̂𝑇𝑘|𝑘−1 +𝐾
𝑇
𝑘 (1 − 𝛾𝑘)(𝑧̄

𝑇
𝑘−1 − 𝑧

𝑇
𝑘 )
]

+ E
[

[(𝑛2)𝑇𝑘 ]
⊤ (𝐴𝑇𝑘𝐾

𝑇
𝑘 (1 − 𝛾𝑘)

)⊤ [𝑃 𝑇
𝑘+1|𝑘]

−1 (𝐴𝑇𝑘𝐾
𝑇
𝑘 (1 − 𝛾𝑘)

)

(𝑛2)𝑇𝑘
]

+ E
[

[(𝑛1)𝑇𝑘 ]
⊤[𝐿𝑇𝑘 ]

⊤[𝑃 𝑇
𝑘+1|𝑘]

−1𝐿𝑇𝑘 (𝑛1)
𝑇
𝑘

]

.

(A.16)

From (A.1), it can be written

𝑃 𝑇𝑘+1|𝑘 ≥

(

1 +
l2q
𝑎̄2𝑝̄

)

𝐴𝑇𝑘 𝑃
𝑇
𝑘|𝑘[𝐴

𝑇
𝑘 ]
⊤. (A.17)

Now, using [49, Lemma 6.1],
[

𝐴𝑇𝑘
(

(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘
)

𝑥̂𝑇𝑘|𝑘−1
)]⊤

[𝑃 𝑇𝑘+1|𝑘]
−1

[

𝐴𝑇𝑘
(

(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘
)

𝑥̂𝑇𝑘|𝑘−1
)]

≤ (1 − 𝜇)𝑉 𝑇
𝑘 (𝑥̃𝑇𝑘|𝑘−1).

(A.18)

Applying [46, Lemma 1] and (4) yields
[

𝐴𝑇𝑘
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘
)

𝑥̂𝑇𝑘|𝑘−1 +𝐾
𝑇
𝑘 (1 − 𝛾𝑘)(𝑧̄

𝑇
𝑘−1 − 𝑧

𝑇
𝑘 )
]⊤

[𝑃 𝑇𝑘+1|𝑘]
−1

×
[

𝐴𝑇𝑘
(

𝐼 −𝐾𝑇
𝑘 𝐻

𝑇
𝑘
)

𝑥̂𝑇𝑘|𝑘−1 +𝐾
𝑇
𝑘 (1 − 𝛾𝑘)(𝑧̄

𝑇
𝑘−1 − 𝑧

𝑇
𝑘 )
]

≤ (1 − 𝜂)𝑉 𝑇
𝑘 (𝑥̃𝑇𝑘|𝑘−1) + 𝑎

−1
3 𝑘̄2𝛿,

(A.19)

which satisfies 0 < 𝜂 ≤ 1 for appropriate choice of 𝑎3 > 0 and 𝜎 ≥ 0.
Finally, bounding the noise, it is obtained

E
[

𝑉 𝑇
𝑘+1(𝜉

𝑇
𝑘+1|𝑘)|𝑥̃

𝑇
𝑘|𝑘−1

]

≤ (1 − 𝜂)𝑉 𝑇
𝑘 (𝑥̃𝑇𝑘|𝑘−1) + 𝜈. (A.20)

Thus, conditions in [50, Definition 2.1, Lemma 2.1] are fulfilled, and
the prediction error is exponentially bounded in mean square as

E
{

(

𝜉𝑇𝑘+1|𝑘
)2

}

≤ 𝑝̄
pE

{

(

𝜉𝑇1|0
)2

}

(1 − 𝜂)𝑘 + 𝜈𝑝̄
𝑘−1
∑

𝑖=1
(1 − 𝜂)𝑖 □ (A.21)
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