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Featured Application: Applicating stochastic modeling to address the interannual
variability and reliability challenges of integrating solar and wind resources into
renewable energy systems. The identification of low-production periods emphasizes
the importance of storage and generation efficiency, supporting sustainable planning
and helping identify ideal deployment locations while adapting to geographical and
climatic variations.

Abstract: Solar and wind resources are critical for the global transition to net-zero emis-
sion energy systems. However, their variability and unpredictability pose challenges for
system reliability, often requiring fossil fuel-based backups or energy storage solutions.
The mismatch between renewable energy generation and electricity demand necessitates
analytical methods to ensure a reliable transition. Sole reliance on single-year data is insuf-
ficient, as it does not account for interannual variability or extreme conditions. This paper
explores probabilistic modeling as a solution to more accurately assess renewable energy
availability. A 22-year dataset is used to generate synthetic data for solar irradiance, wind
speed, and temperature, modeled using statistical probability distributions. Monte Carlo
simulations, run 93 times, achieve 95% confidence and confidence levels, providing reliable
assessments of renewable energy potential. The analysis finds that during Dunkelflaute
periods, in high-solar and high-wind areas, DF events average 20 h in the worst case, while
low-resource regions may experience DF periods lasting up to 48 h. Optimal energy mixes
for these regions should include 15–20% storage and interconnections to neighboring areas.
Therefore, stochastic consideration and geographic differentiation are essential analyses to
address these differences and ensure a reliable and resilient renewable energy system.

Keywords: Monte Carlo techniques; uncertainty analysis; climatic regions; earth mapping;
electric generation; renewable energy; wind power; solar photovoltaic; Dunkelflaute

1. Introduction
1.1. General Background

Global energy demand has exhibited a consistent upward trend, with a temporary
decline in 2020 due to the COVID-19 pandemic, as reported by the IEA in “World Energy
Outlook 2023” [1]. Despite the ongoing presence of the pandemic, the upward trajectory in
energy demand resumed in 2021 [2]. The reliance on fossil fuels remains predominant, con-
stituting approximately two-thirds of global power generation [3,4]. Achieving economic
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decarbonization and net-zero greenhouse gas (GHG) emissions necessitates a comprehen-
sive transition from fossil fuels to renewable energy sources, emphasizing sector-wide
electrification and alternative energy solutions where electrification is infeasible [5].

The shift to renewables is imperative due to several interrelated factors. Firstly,
renewable energy sources, such as solar, wind, and hydro, offer long-term sustainability
compared to finite fossil fuel reserves [6,7]. Secondly, mitigating climate change is critical,
as fossil fuel combustion releases substantial GHGs, primarily CO2 and CH4, aggravating
global warming [8,9]. Transitioning to renewable energy reduces direct GHG emissions,
lowering the carbon footprint and minimizing climate-related disruptions. Additionally,
reducing fossil fuel use mitigates air pollution, improving public health while renewable
technologies become increasingly cost-competitive [10].

Energy supply security is another key driver. Dependence on fossil fuels exposes
economies to price volatility, supply chain disruptions, and geopolitical risks, whereas
renewable energy enhances energy security and stability [11]. Additionally, this transition
fuels technological innovation and advancements within clean energy technologies, leading
to economic growth, competitiveness, and job creation [12]. Sustainable economic growth
is facilitated as the renewable energy sector stimulates employment in manufacturing,
installation, maintenance, and research related to these technologies [13]. Innovation in
renewable energy can integrate with energy storage, which often enhances energy efficiency,
resulting in optimized energy consumption, reduced waste, and lower energy costs for
consumers and businesses [14–16].

International climate commitments, exemplified by the Paris Agreement, underscore
the necessity of transitioning to cleaner, more sustainable energy sources. Many nations are
committed to reducing carbon emissions and limiting global warming, necessitating a shift
towards renewable energy [17,18]. In addition, recent proposals, such as REPowerEU [19],
emphasize the urgency of accelerating the transition to clean energy and reducing depen-
dence on imports. Consequently, an integrated approach is needed; then decarbonization
entails addressing emissions across diverse sectors, including electricity generation, trans-
portation, industry, and building infrastructure [20,21]. Renewable energies provide a
versatile solution applicable to these multifaceted sectors, facilitating a comprehensive
transition towards a sustainable, low-carbon future [13,22].

In summary, decarbonizing the economy and achieving net-zero GHG emissions neces-
sitate a systemic transition from fossil fuels to renewable energy, addressing environmental
concerns while supporting economic growth, technological progress, and energy security.
However, widespread renewable energy adoption presents challenges, primarily due to
the inherent variability and intermittency of sources like solar and wind. Fluctuations
in sunlight and wind patterns lead to inconsistent energy generation, complicating grid
stability and reliability. Unlike conventional power plants, renewables produce electricity
only under favorable conditions, requiring solutions to manage supply fluctuations and
ensure a stable energy system.

However, large-scale renewable energy deployment presents technical and operational
challenges, specifically those related to the decoupling, variability, and unpredictability of
the two main renewable sources, i.e., solar and wind power generation [23]. For example,
solar energy production invariably peaks during the day, with the maximum in the central
daytime hours, which usually does not coincide with electricity demand, usually with
significant values during the afternoon-evening. Thus, the need for effective energy storage,
demand response mechanisms, or supplementary power sources becomes imperative to
bridge this temporal disparity effectively. Additionally, mitigating the consequences of
intermittency hinges crucially on developing energy storage systems, most notably batteries,
to accumulate surpluses during periods of excess generation for utilization during times of
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diminished output. This effort, while indispensable, is fraught with difficult technical and
economic challenges, requiring innovation and efficiency improvements.

One of the most remarkable issues arises during Dunkelflauten (DF) events, which
refers to extended periods of low solar and wind generation, often worsened by weather
conditions such as overcast skies or calm winds. These events pose a serious obstacle
to maintaining a reliable energy supply, particularly in regions heavily reliant on renew-
ables. The DF effect highlights the need for supplementary systems such as energy storage,
demand response, or complementary power sources to ensure a consistent energy flow
during such periods of reduced generation. Addressing these challenges requires innova-
tive solutions in both storage technologies and grid management to mitigate the impact of
these extended low-generation events, ensuring energy security even during challenging
weather conditions.

Integrating substantial volumes of renewable energy into preexisting power grids
exacts an additional challenge on grid infrastructure [10]. Grid operators are compelled
to adeptly manage energy flows and sustain stability, particularly when confronted with
abrupt fluctuations in renewable generation brought about by meteorological vagaries.
The logistical complexities extend to the transmission and distribution of renewable en-
ergy, often situated far from densely populated urban centers or regions characterized by
heightened demand. The expansion and modernization of transmission and distribution
networks are formidable and costly endeavors that are indispensable for efficient energy
transport from generation facilities to consumers.

Furthermore, the management of renewable energy centers on precise production
forecasts [24,25]. The inherent fluctuations in solar and wind generation mandate deploying
sophisticated forecasting techniques to ensure grid stability and a reliable energy supply.
Geographical considerations also exert a profound influence on renewable energy feasibility.
The uneven distribution of renewable resources across regions necessitates meticulous
planning to optimize the siting of renewable energy projects, striking a balance between
resource abundance and proximity to demand centers. The regulatory landscape presents
yet another layer of complexity, with policies and regulations often misaligned with the
unique characteristics of renewable energy generation. Establishing supportive frameworks
that incentivize investment, grid integration, and innovation is paramount in surmounting
these challenges.

1.2. Characterizing Renewable Generation Across Climate Zones

The Köppen–Geiger climate classification system has long served as a founda-
tional framework for categorizing global climates based on temperature and precipi-
tation patterns [26]. Integrating Hybrid Renewable Energy Systems (HRES) across di-
verse Köppen–Geiger climate zones presents a significant opportunity to optimize techno-
economic performance in standalone and grid-connected applications. The methodology
for mapping and optimizing these systems involves a comprehensive analysis of local
climatic conditions, resource availability, and economic factors, which can vary dramati-
cally across different geographical regions. Mazzeo et al. [27] studied the energy reliability
and economic profitability of optimal PV-wind HRES in standalone and grid-connected
systems considering 48 different locations from the Köppen–Geiger climate zones. How-
ever, this classification only considers temperature and precipitation, while the second and
third-letter classifications provide limited relevance for photovoltaic (PV) applications.

However, as the classification is based on temperature and precipitations is not well
suited for energetic purposes. Recently, this classification has been adapted to better
serve the photovoltaic (PV) sector by developing the Köppen–Geiger-photovoltaic (KGPV)
classification. This innovative approach integrates solar irradiance as a critical factor
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influencing PV system performance, thereby enhancing the utility of the Köppen–Geiger
framework for assessing solar energy potential across different climatic zones [28].

Finally, large-scale renewable energy projects can raise environmental and land-
planning issues, particularly in ecologically sensitive areas or locales with competing
land-use priorities [10]. Addressing these concerns necessitates a comprehensive and
judicious approach to project development and environmental stewardship.

In summary, although highly advantageous in sustainability and mitigating environ-
mental impacts, adopting renewable energy sources presents a complex array of challenges
linked to the variability of energy generation and its implications for effective energy man-
agement. Solving these multifaceted challenges necessitates innovative solutions across
various domains, including energy storage, grid orchestration, transmission infrastructure
enhancement, and establishing policy frameworks that underpin a dependable and resilient
transition to renewable energy sources.

Remarkably, the location-specific nature of these challenges emphasizes the impor-
tance of context-aware strategies to harness the potential of renewable resources efficiently.
A pivotal factor in this context is the influence of latitude, which substantially dictates the
availability and characteristics of solar and wind resources within a given geographical
region. The energy derived from solar and wind sources arises from the intricate inter-
actions involving the Earth, the sun, and the atmosphere, and these interactions exhibit
latitude-dependent variations due to the Earth’s axial tilt and its rotational dynamics [29].

Solar energy experiences notable variations in its availability dictated by latitude,
driven primarily by the angle at which sunlight strikes the Earth’s surface. Therefore,
several aspects affecting this resource need to be considered:

- Solar Insolation: Lower latitudes receive higher solar insolation due to direct sun-
light, whereas higher latitudes experience reduced insolation as sunlight strikes at
shallower angles.

- Daylight Duration: High-latitude regions have extended daylight in summer but
shorter daylight in winter, impacting solar energy generation.

- Seasonal Variation: Seasonal fluctuations in solar energy are more pronounced at
higher latitudes due to the Earth’s axial tilt, while equatorial regions experience
minimal variation.

Wind energy is generated by the movement of air masses driven by the uneven heating
of the Earth’s surface, being influenced by latitude-dependent factors:

- Coriolis Effect: Wind patterns strengthen with latitude due to the Coriolis effect,
leading to more robust and consistent winds at higher latitudes.

- Pressure Gradients: Temperature differences between equatorial and polar re-
gions create pressure gradients, driving large-scale wind systems like trade winds
and westerlies.

- Topography: Coastal and mountainous areas influence wind patterns, often intensify-
ing wind speeds and creating localized high-potential wind zones.

Then, the interaction of latitude-dependent factors significantly influences the avail-
ability and characteristics of solar and wind resources. Optimizing renewable energy use
requires adapted approaches that consider these variations. Based on these differences, the
Earth can be categorized into three major regions with distinct implications for renewable
energy generation:

- Equatorial Regions: High and consistent solar radiation makes solar energy the
dominant option, while wind resources are generally weaker.
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- Mid-Latitude Regions: Balanced potential for both solar and wind energy, with wind
resources offering reliability.

- High-Latitude Regions: Lower solar potential due to oblique sunlight and short
daylight hours, but strong and consistent wind resources make wind energy a
preferable choice.

In conclusion, latitude plays a crucial role in shaping solar and wind energy poten-
tial, with equatorial regions favoring solar energy, mid-latitudes offering a balance, and
high-latitude regions benefiting from strong wind resources. However, other factors, such
as proximity to the coast, topography, and aridity, also significantly influence renewable
energy generation, necessitating comprehensive planning for optimal efficiency and sus-
tainability [23]. Figure 1 displays Earth’s maps showing the irradiance and average wind
speed at 50 m. Therefore, at a first attempt, Earth’s regions can be categorized based on their
capability to produce electricity from wind and solar resources. If detailed information on
the existing resources in each region of the Earth is desired, NASA’s POWER Data Access
Viewer database [30] can be consulted. However, in this study, an in-depth analysis of solar
and wind resource capabilities has been carried out by taking nine specific locations that
characterize the nine combinations of solar and wind resources cited above.

This classification provides a general framework but may not account for all regional
variations. However, to offer a broad understanding of generation capacities, the Earth’s
regions are categorized into nine groups, as outlined in Table 1.

Once the main regions of the Earth have been identified based on their solar and wind
resources, the next step involves quantifying these resources in a representative area of
each identified region. This process enables a deeper understanding of the magnitude and
variability of available resources in each area, laying the groundwork for evaluating the
electrical generation capacities through renewable sources. Databases containing detailed
information on solar and wind resources worldwide are employed to accomplish this
task. These databases compile historical and real-time data on solar radiation, wind speed
and direction, and other relevant climatic parameters. Following the acquisition of these
databases, the next step involves characterizing the behavior of solar and wind resources
throughout the year in each area of interest, i.e., identifying each variable’s probability
density functions (PDFs). This includes analyzing seasonal, daily, and hourly solar radiation
and wind variability and identifying climatic patterns and atmospheric phenomena that
may influence resource availability. Subsequently, specific procedures are employed to
calculate each area’s potential for renewable energy production. This involves utilizing
mathematical models and simulation algorithms that mainly integrate climatic data and
technical parameters of renewable generation systems such as solar panels and wind
turbines. This process provides the necessary information to make informed decisions
regarding the development of renewable energy projects and the planning of sustainable
energy infrastructures on a global scale.

In pursuit of these objectives, the paper is organized as follows: Section 2 provides an
approach to renewable generation sources and the procedure to estimate electric generation.
Section 3 focuses on showing the results of the forecasted scenarios and describes and
analyzes the major findings related to the energy generation scenarios. Finally, Section 4 is
dedicated to summarizing the conclusions of the current study regarding the generation
systems performance depending on the locations of the generation systems. Additionally,
some possible future work is also mentioned in this section.



Appl. Sci. 2025, 15, 1450 6 of 30
Appl. Sci. 2025, 15, 1450 6 of 30 
 

(a) 

 

(b) 

 

Figure 1. Color maps of the Earth’s natural resources: (a) Sun; (b) wind. (Based on the NASA 
POWER Data Access Viewer [30]). 
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Data Access Viewer [30]).

Table 1. Solar and wind resource classification.

Region Group Characteristics Example Regions

1. High solar and wind
(HS-HW)

- High solar insolation
- Strong wind resources
- Ideal for both solar and wind energy

- Southern Australia
- Southern Africa
- Coastal Sahara Desert
- South America
- Islands and coastal mid-latitudes
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Table 1. Cont.

Region Group Characteristics Example Regions

2. High solar and moderate wind
(HS-MW)

- Very high solar insolation
- Moderate wind resources
- Desertic/semi-desertic areas

- Sahara Desert (Africa)
- Atacama Desert (South America)
- Arabian Desert (Asia)
- Southern USA
- Northern Mexico
- Southern Spain

3. High solar and low wind
(HS-LW)

- High solar insolation
- Weak wind resources due to
Coriolis effect

- Ecuador
- Colombia
- Indonesia

4. Moderate solar and high wind
(MS-HW)

- Strong, consistent winds
- Moderate sunlight
- Suitable for wind energy projects

- Scotland
- Ireland
- Denmark
- Nova Scotia (Canada)

5. Moderate solar and wind
(MS-MW)

- Moderate solar insolation
- Consistent wind resources
- Suitable for mixed energy projects

- South Africa
- USA
- China
- Central European countries

6. Moderate solar and low wind
(MS-LW)

- Moderate solar insolation
- Weak winds
- Challenging conditions for renewable
energy generation

- Central Valley (California)
- Inner Mongolia
- Turkmenistan
- Kyrgyzstan

7. Low solar and high wind
(LS-HW)

- Strong wind resources
- Low solar radiation
- Suitable for wind energy projects

- Northern Canada
- Patagonia (Argentina)
- Russia
- Northern Scandinavia

8. Low solar and moderate wind
(LS-MW)

- Low solar potential
- Moderate wind resources
- Suitable for small-scale wind projects

- Pacific Northwest (USA and Canada)
- Inland Western Europe
- Northern Japan

9. Low solar and low wind
(LS-LW)

- Low solar and wind resources
- Major challenges for renewable
energy generation

- Northern Siberia
- Greenland
- British Columbia (Canada)

2. Characterization of Wind-Solar Power Generation for Earth Regions
In the field of renewable energy generation planning, a fundamental aspect involves

examining the generation characteristics associated with the unpredictability and vari-
ability inherently linked to the two resources that currently, as well as at least in the near
future, constitute the majority of renewable generation, namely solar photovoltaic and wind
generation. The current analysis delves into the electric power generation capabilities from
solar photovoltaic and wind technologies, focusing on the main groups of environmental
conditions found on Earth. Thus, the initial objective of characterizing the resources and
generation for each technology within each of the regions defined throughout the year will
be presented below, followed by the characterization of the generation technologies re-
quired to take advantage of these resources and then describing the tool needed to establish
how to take advantage of the available resources through the associated technologies, i.e.,
the curves that characterize the performance of the generation equipment used. That is, the
power curves of the generation equipment (standard curves of conventional commercial
models have been taken) are coupled with the wind and solar resources (plus temperatures,
since they affect the performance of the solar panels). For the estimation of the existing
renewable resources, 10 years of the above-mentioned databases have been analyzed to
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characterize the PDFs (probability density functions) followed by these resources. In or-
der to achieve the other main objective of this work, the comparison of solar and wind
generation performance variations according to the different climatic characteristics that
determine the performance of solar panels and wind turbines.

In this regard, and to carry out these analyses, it is necessary to consider and analyze
in detail primarily the following three aspects:

1. Estimation of renewable resources: To support this analysis, historical datasets of
wind and solar resources for the different climatic regions under consideration are
compiled to estimate the resources available for each of the main environmental
conditions on Earth. This provides patterns on the availability of these renewable
sources under specified conditions. Accurate characterization of solar irradiance
and wind speed patterns in various geographic zones is vital for estimating energy
generation potential and identifying suitable locations for renewable installations.
Therefore, a section has been dedicated to the complexities of our data sources and
methodologies that underpin the assessment of solar and wind resources.

2. Characterization of the renewable generation system: Typical performance values of
the generation systems considered within this study have been taken. It is important
to note that it has been assumed that there are no significant disparities in perfor-
mance between different current commercial models, so typical characteristics have
been assumed for solar PV and wind generation. Specifically, a conventional wind
turbine and standard photovoltaic solar panels have been used in current simulations,
acknowledging their suitability in renewable energy projects worldwide. Renewable
energy, namely solar and wind sources, is a cornerstone of contemporary energy
strategies. This document comprehensively evaluates the technical specifications,
efficiency metrics, and maintenance requirements associated with the solar and wind
generation equipment used in our analyses. These details are crucial for assessing
renewable energy sources’ performance and seamless integration into the broader
energy grid.

3. Finally, it is essential to analyze the differences between different climates, considering
their annual generation capacity for resources in all climate regions and the peculiari-
ties over the different timeframes. Thus, to estimate the strengths and weaknesses
of each resource for the different regions and during the different phases of the year,
especially paying attention to Dunkelflauten (DF) periods. The DF phenomenon is
well known in countries or regions that rely on energy mixes and is heavily comprised
of wind and solar power. Ambitious energy transitions to more renewable energy
have made these periods a critical challenge, for example, in Germany in the last few
years. Since the decommissioning of nuclear power, this country has suffered peaks
in energy prices and relied more on fossil fuels, especially during winter [31].

The following subsections will discuss how data on available solar and wind resources
are collected and, secondly, how the potential generation for each defined climatic region is
estimated. This calculation will not only be conducted on an annual basis but also across
various temporal intervals for further analysis.

2.1. The Renewable Resources

In prospective net-zero emissions energy systems, solar and wind resources will
assume a predominant role; the potential emergence of spatial and temporal misalignments
between the availability of these resources and the temporal patterns of electricity demand
poses a substantial challenge to the overall reliability of the energy system.
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Historical data from a specific year are often used to reflect or estimate annual solar
and wind power production. However, relying on data from just one year does not capture
all the various aspects and characteristics of an energy system [32]. Initially, a deterministic
model or scenario creates a mathematical representation where identical inputs or initial
conditions invariably yield consistent outputs, disregarding randomness or uncertainty in
the modeled process. However, different reference years can lead to differing probabilistic
outcomes, with a standard year being more likely to occur than extreme years. Employing
a probabilistic, stochastic, or non-deterministic model in a second phase seeks to quantify
the uncertainty associated with the variable(s) under investigation.

The uncertainty associated with renewable energy sources has been extensively an-
alyzed using Monte Carlo analysis (MCA). The MCA entails conducting numerous sim-
ulations with random variations in uncertain input. Typically, PDFs are used for this
propagation since not all possible values are feasible or realistic (for example, negative
wind speeds, negative solar irradiance, or freezing temperatures in typically warm regions
might not be adequate). Each assigned PDF is executed multiple times using a single set
of inputs for each run. The number of runs can vary from hundreds to several hundred,
but it can also be determined statistically. According to Wilks’ formula [33,34] and Wald’s
extended expression of applicability to multivariate distributions [35], 93 runs that ensure
a 95% probability of falling within a two-sided 95% confidence interval have to be run.
Although this approach originates within the safety margins of the nuclear sector [36], it
has found its application in the uncertainty analysis of energy sources [37–39].

Leveraging the POWER Data Access Viewer database from NASA [30], this study
analyzes the solar and wind resource capacities of nine sites relevant to Earth’s climate
classification. These nine scenarios have been selected to include a comprehensive range
of solar and wind resource magnitudes, effectively characterizing the primary terrestrial
regions. Within each of these scenarios, solar and wind generation composition has been
systematically estimated to ascertain the generation at each location and at any time over the
whole Earth. Consequently, each scenario determines the generation at each geographical
location over the year.

The probabilistic nature of this time series is used to create synthetic datasets for a
robust analysis. The statistical properties of solar irradiance, wind speed, and ambient tem-
perature are determined using historical data from the NASA POWER Access Viewer [30]
and other sources such as PVGIS [40].

Figure 2 illustrates steps to create the synthetic wind, solar, and temperature hourly
data. The approach employed follows the steps of Berna-Escriche et al. [39] and Álvarez-
Piñeiro et al. [38]. Having in mind the considered confidence and coverage and the
availability of climatic data, firstly, the PDFs that best fit the observed data are identified
using hourly values recorded from 2001 to 2023.

The historical data are normalized against the weekly maximum values to obtain
an auxiliary parameter, ki, used to generate synthetic data. This normalization removes
seasonal effects and ensures the data fit within a common range for better comparison and
analysis. Each week has a specific PDF associated with it. The auxiliary parameter being
defined as:

ki =
xi

max(xweek,i)
(1)

From the literature, solar irradiance data are best represented with a beta distribution [41],
wind speed by Weibull [42]. At the same time, ambient temperature finds its best distribu-
tion by normal distribution [43]. So, these three distributions were evaluated.
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After estimating the parameters of the distributions using the maximum likelihood
method (MLE) via the fitdist function in MATLAB (MatLab R2023a), a comprehensive
assessment of the fit and goodness of fit for each variable (solar irradiance, wind speed, and
temperature) was conducted, as summarized in Table 2. The Akaike information criterion
(AIC) and Bayesian information criterion (BIC) for each fitted distribution were calculated
to validate the choice of probability distributions. These criteria were used to compare the
selected models (Beta, Weibull, and normal). The chosen models consistently demonstrated
lower AIC and BIC values, confirming their suitability for representing the observed data,
with the best fits being the beta distribution for solar irradiance, the Weibull distribution
for wind speed, and the normal distribution for temperature.
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This process can be repeated the desired number of times, such as the number of runs or as-
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ble energy sources. It preserves the statistical properties of historical data, including mean, 
variance, and distribution shape. By incorporating stochastic elements, the approach 
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Once the PDFs are fitted to the historical data, the synthetic datasets are generated
by randomly sampling from these distributions. A random parameter ki is selected and
applied consistently across all 52 weeks of the year from the fitted PDFs, multiplied by the
maximum registered value for each week across the complete dataset from 2001 to 2023.
Finally, a synthetic dataset that spans 8760 h, representing the availability of renewable
sources, is obtained. This process can be repeated the desired number of times, such as
the number of runs or assessments. As mentioned before, Wilk’s formula yields a number
of 93.

This artificial dataset accurately simulates the variability and probability of renewable
energy sources. It preserves the statistical properties of historical data, including mean,
variance, and distribution shape. By incorporating stochastic elements, the approach reflects
the unpredictable nature of renewable energy generation, enabling a robust evaluation by
simulating a wide range of potential scenarios.

In Figure 3, the synthetic curves illustrate the natural intermittency and variability of
renewable energy sources, particularly solar irradiance and wind speed, represented in blue.
While a deterministic approach can assess renewable energy availability over a year—using
registered values and/or historical data, depicted in red in Figure 3—incorporating multiple
scenarios for wind speed, solar irradiance, and temperature enables a more comprehensive
analysis. This probabilistic approach considers a wider range of possibilities, offering
a complete understanding of the variability and uncertainty associated with renewable
energy generation.
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2.2. The Renewable Power System

Solar and wind power generation systems have proven to be significant generation
resources. Still, their random nature, variability, intermittency, and geographical limitations
make the analyses associated with their production capacities complex. Therefore, predict-
ing the generation capacities becomes important once the existing resources are estimated.
To this end, the main considerations taken for estimating the generation capacities of these
systems are detailed below.

Solar PV technology offers the potential to convert sunlight into electricity directly, yet
its performance still falls short of desired levels, prompting ongoing scientific and engi-
neering focus. Solar radiation, wind speed, temperature, humidity, and dust influence PV
panel efficiency, which remains central to energy system reliability and economic viability.
However, predicting power output is complex due to the non-deterministic relationship
between PV production and variable environmental conditions. Regression, statistical
analysis, and machine learning are commonly employed to address forecasting challenges.
Recent advancements in machine learning, data science, and artificial neural networks are
increasingly utilized to improve accuracy in predicting PV power generation [44].

To construct a model that accurately predicts the electrical production that a given
type of solar panel can achieve once the PDFs followed by the existing environmental
conditions in each analyzed region are known, it is necessary to have a predictive model.
Such a model can be obtained from experimental data on panel performance and, from
there, using one of the techniques to reach the desired model. That is, data preprocessing is
first carried out, then input variables affecting panel electrical generation are selected; in
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this case, solar irradiation, ambient, and module temperature are set as the objective. Other
variables may have an effect, such as wind speed and humidity [45].

The generated power of a PV panel depends on the cell efficiency, the panel’s efficiency,
its area, and the sun irradiance:

PPV = ηcell ·ηpanel ·A·G (2)

A linear model is used as a simplified version of the proposed model by Duffie and
Beckman [44]. Solar panel performance relies on solar radiation and temperature. As
Duffie and Beckman [44] propose, the cell efficiency depends on the temperature, and the
cell temperature depends on its efficiency. This iterative process is simplified by using a
correction coefficient for the most common crystalline silicon-based applications [46,47]:

ηpanel = ηre f ·
(

1 − β·
(

Tc − Tre f

))
(3)

where ηre f is the reference efficiency of the solar panel, β is the correction coefficient, Tc

is the solar cell temperature, and Tre f is the temperature of reference. The correction for
temperature changes reflects how cell efficiency affects the overall panel performance.

The solar panel temperature Tc is determined by a linear formula that considers the
ambient temperature and the solar irradiation by:

Tc = Ta +

(
G

GNOCT

)
·(TNOCT − 20) (4)

where Ta is the ambient temperature (◦C), TNOCT is the nominal cell operating temperature
(◦C), G is the measured solar radiation intensity (W/m2), and GNOCT is 800 W/m2.

PPV = PM·
(

I
ISTC

)
·ηpanel (5)

where PM is the maximum rated power output power in standard conditions, and ISTC is
the solar irradiance in standard conditions.

Thus, the achieved electrical generation can be estimated based on Equation (4) and
the data of the atmospheric variables mentioned above (Section 2.1). However, not only can
this be estimated deterministically, but it is also possible to estimate generation ranges by
analyzing the PDFs followed by the different variables appearing in Equation (4). In other
words, it is possible to use one of the various statistical uncertainty propagation techniques
to estimate confidence intervals of electrical generation over the desired time period.

In relation to wind generation, in the field, the power output of wind turbines usually
deviates to some extent from the rated power curve presented in the equation below [48]:

PT =
1
2
·ρ·A·W3·cp (6)

where ρ is air density, A the area swept by a turbine’s rotor, W the wind speed and cp the
power coefficient.

Wind speed is obtained in some databases at specific heights, such as 10 or 50 m [30].
The wind speed at different heights, such as at a specific hub height that differs from the
provided height, can be estimated using the Hellman exponent g, which ranges from 0.1 to
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0.4. This range depends on surface roughness and atmospheric conditions, and the wind
speed estimation can be made through exponential extrapolation:

Wh = Wre f ·
(

H
Hre f

)g

(7)

The power output of the wind turbine is determined using its turbine characteristic
power curve, which depends mainly on the wind speed at hub height. These characteristic
curves relate the wind speed with the power produced. However, three main speed ranges
need to be taken into account:

PT = 0 if W ≤ WLC

PT = 1
2 ·ρ·A·W3·cp if WLC < W < WUC

PT = 0 if W ≥ WUC

(8)

When the wind speed is less than or equal to the lower cutoff wind speed WLC, there is
no generated power. The same occurs when the wind speed is above the upper cutoff wind
speed WUC. This occurs up to the upper cutoff, after which the turbine stops or reduces its
power output to protect itself.

Other issues, such as the air density variations ρ, for example, play a significant role.
There are widely adopted international regulations to analyze these influences, which
describe simple, physics-informed methods to account for these effects. Furthermore, there
are technical reasons affecting the performance of the wind turbine, namely intended or
unintended deviations from the optimal control scheme and, therefore, the optimal value
of cp or power coefficient, which can lead to deviations from the standard power curve [48].
In any case, cp can be estimated from the wind generator’s power curve versus wind
speed [48]. Its value is estimated from models, calculated using an exponential relationship
that accounts for rotor dynamics and control settings, by the tip-speed ratio λ and β, which
is the pitch angle of the blades [48]:

cp(λ,β) = c1
( c2
λ − c3β− c4β

c5 − c6
)

exp
(
− c7

λ

)
+ c8λ

λ = rω
W

(9)

where ω is the rotor’s angular speed and r is the blade’s length. The value of β is set to
zero to get the maximum power extraction and the optimum λ is considered [49].

The wind generation is estimated with the previous equations and the uncertainty
in its production is forwarded by the wind speed, as mentioned before with the crafting
of synthetic wind speed curves and by the different constants ci (Table 3). Typical values
for these constants are taken from Bustos et al. [50,51], and an uncertain range of ±10%
is employed, allowing for deviations, atmospheric and working conditions, and other
possible factors.

Table 3. Summary of the main coefficient’s values used for windmill calculations.

c1 0.44

c2 124.99

c3 0

c4 2.2

c5 21

c6 18.4
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As with solar photovoltaic generation, it is possible to provide wind turbine power
generation over time, with confidence intervals for the generation and different periods. In
this case, the uncertainties associated with the terms in Equation (6) must be propagated.

3. Results and Discussion
To obtain consistent results, several considerations must be kept in mind. First, the

regions should be characterized by obtaining climatic and geographical data to differentiate
between areas with higher and lower solar and wind potential. Next, uncertainties need
to be estimated by quantifying the variabilities associated with solar and wind resources
and those related to the power generation systems, such as the efficiency of solar panels
and wind turbines. Then, these uncertainties must be propagated by applying statistical
methods and uncertainty propagation models to calculate how uncertainties in solar and
wind resources affect total electricity generation. To carry out the uncertainty propagation,
as advanced mainly in the introduction and methodological sections, BEPU techniques in
advanced energy scenario predictions have been used. In particular, using Wilks’ formula
and stochastic approaches for the energy generation calculations. Finally, the annual,
monthly, and daily electricity generation from solar and wind energy in each region
should be characterized, including identifying low-generation periods and comparing
the advantages of solar versus wind in each area. Additionally, the complementarity
between solar and wind resources should be analyzed to enhance the stability of the
generation system.

Consequently, the section is divided into three subsections. The first subsection
describes the resources in each earth’s zone. Next, the second one presents the outcomes of
applying the methodology to the deterministic base scenario, revealing the results of the
93 simulations. Finally, the third subsection elucidates the principal results and findings
obtained by comparing the performance of the analyzed condition.

3.1. Characterization of Solar and Wind Resources in the Earth’s Regions

As mentioned above, the first step is to characterize both the wind and solar resources
in the different areas to be considered. Thus, in order to provide an idea of the behavior of
each zone for both resources, Figures 4 and 5 display the histograms of the historical hourly
data for more than 20 years of data used. To remind that from the actual historical data of
each location, their PDFs have been estimated, and from them, a Monte Carlo methodology
has been used based on the Wilks formula. The result has been a random sampling; in the
case of the analysis as explained in Section 2.1, there are 93 random samples, so that from
them the hourly behavior of solar and wind resources at 95% confidence and coverage
levels has been estimated.

Beginning with wind characterization, as shown in Figure 4-1, areas of high wind
exhibit annual average speeds consistently in the range of 8–10 m/s. Notably, these regions
experience sustained winds, with 50% of the time featuring wind speeds between 5–7 m/s
and 11–12 m/s. Regarding the coastal Sahara region specifically, it has sustained wind
speeds from approximately 5 to 14 m/s for around 50% of the time, with a very symmetrical
probability density function (PDF). The other two high wind speed locations show more
significant variability and exhibit slight positive skewness, with winds 50% of the time
in the range of just over 5 m/s to 11–15 m/s. Additionally, both locations occasionally
experience mean wind speeds exceeding 20 m/s, reaching 30 m/s.
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Figure 4. Histograms of the hourly wind and solar resources for the nine terrestrial locations
considered, (a–c) solar irradiance: high, moderate and low; (1–3) wind speed: high, moderate,
and low.
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Figure 5. Monthly average values of the hourly wind and solar resources for the nine terrestrial
locations considered: (a–c) solar irradiance: high, moderate, and low; (1–3) wind speed: high,
moderate, and low.
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Regions with moderate wind (Figure 4-2) exhibit annual average speeds around
6–7 m/s, with 50% of the time featuring wind speeds between 3–4 m/s and 8–10 m/s. All
three regions display positively skewed distributions, particularly the last two. Especially
the second one, which with a certain regularity passes the 15 m/s and occasionally the
20 m/s.

Low wind regions (Figure 4c) demonstrate annual average speeds around 3–5 m/s,
with wind speeds 50% of the time between 2–3 m/s and 5–7 m/s. Their distributions
are positively skewed, with no significant occurrence of wind speeds above 5–10 m/s.
Specifically, the Kindu area (in the center of Africa), which has almost no average hourly
speeds over 5 m/s. However, the Antofagasta and Chengdu regions exhibit some hours
with wind speeds between 10 and 15 m/s, though such instances are quite rare and do not
lead to significant generation. These regions are generally dominated by extended periods
with almost no wind activity.

Regarding solar irradiance characterization, the data for the high irradiance regions
(Figure 4a) show that values around 500–900 W/m2 are the dominant intervals. Regions
with moderate irradiance have significant contributions around 500–900 W/m2, but also
with important percentages in the lower irradiance ranges (Figure 4b). While low-resource
areas (Figure 4c) make the most significant contributions in the lower range, close to zero
and even reach lower maximum irradiance values. All this added to a lower number of total
hours of sunshine per year. And that for the first group there are a total of approximately
4700 h per year, for the second group about 4500, and for the third group about 4300.

If the focus is now on the monthly allocations (remember that in spite of showing these
monthly mean values, the analyses are really hourly but are shown in this way to show
only the general differences in their characteristics), certain patterns can be appreciated.
For example, the wind has generally higher values in the winter months, and for the high
and moderate wind regions, this difference is clearly seen (Figure 5). In the high wind
regions (Figure 5-1), the mean summer values are appreciably lower than the winter values,
ranging, respectively, from 5.5 to 9.5 for the Massachusetts region (Figure 5(b1)) and 8.5
to more than 10 for the North Sea area (Figure 5(c1)), while for the Sahara coastal region
(Figure 5(a1)), the trend is the opposite (mean values even above 10 m/s in the summer
months and down to 8 in autumn-winter). While for the low wind regions (Figure 5-3), this
difference is not very appreciable, given its small magnitude.

In the case of irradiance, the situation is similar, with generally a clear difference
between summer and winter, in this case the situation is more pronounced in the locations
with greater longitudes. Although in the regions of high irradiation (Figure 5a), this
difference is not seen, with high values all year round, except in the area of Antofagasta
(Chilean Andes), where there is a very clear seasonality (Figure 5(a3)), the high irradiation
comes from its low latitude, but also because of its high altitude, in this case, it has a very
pronounced seasonality (located in the southern hemisphere, so the highest irradiances are
between October and February). There is a greater seasonality for the moderate and low
irradiation values, especially in the location with the highest latitude, the North Sea area,
despite its lower average values (Figure 5(c1)).

3.2. Propagation of Uncertain Input Variables to Estimate the Electric Generation

As described in Section 2.1, based on the data described in the previous section,
random sampling of the resources has been carried out, so that the generation is determined
based on the characteristics of the solar panels and wind turbines, described in Section 2.2.
A unitary power of 1 MW has been considered for both solar and wind installations. As
summarized in Figure 6, there is a baseline behavior around which sampling variations
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occur; for instance, wind power generation is about 240 MWh during the month of March,
with most of the 93 random sampling scenarios in the range of 210 to 270 MWh.
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Focusing the analysis on the generations, as summarized in Figures 7 and 8, the
93 samples of the monthly average values for both resources and for all locations are
shown. Remember that although the monthly values are presented, the calculations have
been made on an hourly basis.
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Figure 8. Average monthly solar generation for the nine terrestrial locations considered: (a–c) solar
irradiance: high, moderate, and low; (1–3) wind speed: high, moderate, and low.

As can be seen in Figure 7, wind generation, if averaged values are analyzed, may
seem to have a fairly constant generation throughout the year. With monthly values around
100 MWh for low wind locations (Figure 7-3), around 150–250 for moderate wind locations
(Figure 7-2), and between 200 and 350 for high wind locations (Figure 7-1), although even
reaching values of almost 500 MWh in the case of the Sahara and North Sea coast. Although,
as detailed later, when analyzing hourly values, even more significant differences can be
appreciated. On the other hand, the graph clearly shows the differences in generation
levels between the high, moderate, and low wind zones, with average capacity factors of
around 40%, 25%, and around 15%, respectively (Table 4). Despite this relative stability
of the monthly average values for all the simulations, depending on the location, it can
be seen that there are differences in generation between different periods of the year. For
example, in the coastal Sahara area, there are very high generation values throughout the
year (Figure 7(a1)), but the winter months, from November to February, show clearly lower
values, while in late spring and early summer there are the highest productions, in May,
June, and July. In other sites the differences are not so great, but even so there are usually
at least two levels of generation, a lower one around the winter months and a higher one
around the summer months.
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Table 4. Summary of the main statistical variables for the wind generation in the nine Earth locations.

Locations
Generation (MWh)

CF
Min. Max. Mean Median

HW-HS 3189 3906 3534 3525 0.403

HW-MS 2305 2908 2608 2620 0.298

HW-LS 3613 4370 4018 4042 0.459

MW-HS 1923 2546 2210 2200 0.252

MW-MS 1907 2512 2201 2200 0.251

MW-LS 1727 2294 1957 1954 0.223

LW-HS 906 1453 1127 1119 0.129

LW-MS 818 1480 1082 1040 0.124

LW-LS 1037 1420 1170 1144 0.134

Regarding solar generation, there are also clear differences between the capacity
factors of the three solar PV generation levels, with values around 20, 15, and 10% for
high, moderate, and low irradiation zones (Table 5). Additionally, there is usually the
previously cited clear difference between summer and winter months (Figure 8), except for
those locations with low latitudes, where this generation is more homogeneous. In this line,
there are the coastal Sahara and south of Africa areas (Figure 8(a1,a2)) where the radiation
remains fairly constant for much of the year (also penalizing the production during the
summer months due to the negative effect of high temperatures on the performance of
solar panels). The location of the Andean zone of northern Chile (Figure 8(a3)), where
irradiation is very high in the summer months (October to March, situation in the southern
hemisphere) and quite low in the central winter months, with a high average. As mentioned
above, for solar generation, it is important how much is generated and when since there
are different periods when generation can be extremely low.

Table 5. Summary of the main statistical variables for solar generation in the nine Earth locations.

Locations
Generation (MWh)

CF
Min. Max. Mean Median

HW-HS 1900 1928 1914 1915 0.218

HW-MS 1721 1759 1742 1743 0.199

HW-LS 1873 1887 1880 1880 0.215

MW-HS 1178 1233 1231 1211 0.140

MW-MS 1376 1419 1402 1403 0.160

MW-LS 1492 1579 1536 1536 0.175

LW-HS 806 850 828 827 0.095

LW-MS 1066 1240 1096 1094 0.125

LW-LS 835 883 861 860 0.098

Consequently, the study of these low-generation zones is key in the design of gener-
ation mixes with strong contributions of renewable generation; therefore, these aspects
are emphasized below. First, it is essential to determine the number of hours with low
generation in each location. Figure 9 illustrates the annual hours with generation below the
commonly used thresholds for low generation, i.e., 5%, 10%, and 20%. These values are



Appl. Sci. 2025, 15, 1450 22 of 30

shown for wind, solar, and the combined generation of both in the nine locations analyzed
in this study.
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For wind generation (Figure 9a), locations with low wind resources experience gen-
eration values close to the 20% threshold for almost the entire year. While these values
decrease significantly for the 10% and 5% thresholds, they remain extremely high, highlight-
ing the clear unsuitability of wind exploitation in these areas. In locations with moderate
and especially high wind resources, the hours of generation below these thresholds are
much lower. For regions with moderate wind resources, the 20% threshold corresponds to
approximately 50% of the hours in a year, the 10% threshold to around 2000 h, and the 5%
threshold to about 500 h. In high-wind areas, these values are approximately 1000, 100, and
almost negligible for the 20%, 10%, and 5% thresholds, respectively.

In the case of solar generation (Figure 9b), the differences between regions are much
less pronounced (the figure also includes nighttime hours in considering the generation
thresholds). Across all locations, the number of hours below the 20% generation threshold
ranges from approximately 7000 to 5500 for regions with high, moderate, and low irra-
diation. When the threshold is reduced to 10%, these figures increase to between 6000
and 5000 h. Further lowering the threshold to 5% results in values between 5500 and
4500 h. These findings suggest that photovoltaic solar generation is generally suitable for
exploitation in nearly any location.
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The combined generation of wind and solar (Figure 9c) exhibits intermediate behavior
but leans more toward the characteristics of wind generation. Since solar generation tends
to be relatively consistent across locations and does not exhibit significant performance
differences like wind, it is the wind generation that primarily determines whether the
thresholds are exceeded.

3.3. Discussion and Major Findings for Sun and Wind Generation over Earth’s Zones

The occurrence of periods of low renewable production is becoming increasingly
important in recent years, given the significant increase in the contribution of renewable
generation in different areas, coupled with its intrinsic variability and unpredictability.
In fact, this phenomenon is often referred to as Dunkelflaute (DF). This DF can become
even more significant if the effects of uncertainty in generation sources and systems are
considered. These “dark doldrums” are periods when renewable resources (specifically
wind and/or solar power) produce little or negligible energy. Nowadays, there is no
clear definition of the phenomenon, as the inherent characteristics of renewable energy
production within a day make it complicated to establish a “low productivity” within a
day scale. Daily variations in renewable energy production make setting a fixed threshold
for low productivity difficult. Night-time periods are a clear but inevitable example of solar
power lowering energy production. Many authors state that a DF is defined as a period
exceeding 60 min when energy production is below a percentage of the installed capacity.
It is below a threshold ranging from 0% to 20% of the installed capacity. This threshold
is defined by Li et al. [52] as 10%; Ohlendorf and Schill [53] use more extreme values by
establishing the threshold at 2 and 5%, while using 20% as a general standard [54].

Entering into the performance of particular situations, in the case of solar generation,
obviously, there will be no generation during the night periods. But coupled with the
nighttime periods, there can be very rainy or even just cloudy days leading to low solar
generation and even periods of low wind, leading to an extremely low generation of both
resources. For example, considering the usual definition of 20% of peak generation to
consider the existence of Dunkelflaute, there are prolonged episodes of reduced generation
in regions of low solar and wind resources; specifically, in the Sichuan region, there is a
period of about 48 h (hours 7479 to 7542) where 20% of solar peak power generation is
not reached in any of the hours (Figure 10a). This situation is much more pronounced
in the case of wind (Figure 10b), also for this location, where we have had about half
a year without exceeding 20% of the peak power (remember that we have the annual
hourly performance of 93 simulations randomly sampled through the PDFs found from
the historical data used). Therefore, obviously this location would be very unsuitable
for the installation of this technology. In this case, given the poor performance of wind
generation, the aggregate of the two practically follows the performance of solar generation
(Figure 10c).

At the complete opposite point is the coastal area of the Sahara Desert, near the
Layoune, where sun and wind present optimal conditions (Figure 11). Even in the case
of an optimal region of sun and wind resources, where there is practically no appreciable
precipitation and wind conditions are very good, there are quite long periods of low
generation. Specifically in the case of solar generation, there has not been a single day
that has not reached 20% generation, so that the period of low generation is reduced from
the last hours of one day in the afternoon to the first hours of sunshine the following day,
just only 19 h (Figure 11a). In the case of wind (Figure 11b), as conditions are also very
favorable, there is a very short period of time with generation below 20%, in this case
of only 20 h (hours 7206 to 7225). In the case of the consideration of both generations
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(Figure 11c), the period of time with low generation is mainly given by the night period, so
that we also have an interval very similar to the previous ones, being only 15 h.

If, instead of analyzing the impact of fixing the low-generation threshold at 20%, it
is examined how the maximum duration of DF events throughout the year is affected
by considering lower threshold values, Figure 12. Naturally, this results in a decrease in
DF event duration, with wind generation being most impacted by this change, as solar
generation is largely determined by the day–night cycle.
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PV; (b) wind; (c) both added.

In general, across all locations, the duration of DF events for the solar generation
begins at values slightly above 20 h and stabilizes around or slightly below 20 h. Exceptions
are found in areas with low solar irradiation (Figure 12c), where these durations are
initially higher but also converge to around 20 h for low threshold values. However, wind
generation exhibits a much greater sensitivity to the chosen threshold. In locations with
high wind resources (Figure 12-1), DF durations can initially exceed 20 h—reaching over
100 h in one case—but they rapidly decrease to just a few hours as the threshold is lowered
to approximately 5%. Conversely, in locations with low wind resources (Figure 12-3), DF
durations for a 20% threshold reach extremely high values (thousands of hours) but drop
quickly with lower thresholds, eventually reaching tens of hours for thresholds around
2%. For locations with moderate wind resources (Figure 12b), DF durations start in the
hundreds of hours at the 20% threshold and decrease to around 20 h for thresholds between
2% and 5%.
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When combining both wind and solar resources, the aggregate DF duration generally
aligns with the shorter DF duration of the two resources. This is because, in most cases,
when one resource’s contribution increases, its generation comfortably exceeds the imposed
threshold, ensuring that the combined generation surpasses the DF threshold.

As highlighted, locations with low wind resources should generally be excluded
from wind energy installations. Their low capacity, coupled with high variability, leads
to prolonged periods of low generation, making their exploitation impractical. On the
contrary, solar resources can still be viable even in locations with relatively low insolation.
Although they result in lower CFs and longer DF durations, these remain manageable. For
locations with medium to high levels of both resources, a combination of solar and wind is
likely the optimal approach.

However, it is crucial to note that in systems entirely reliant on renewable energy, even
the observed DF durations present significant challenges for ensuring energy coverage. If
the threshold is set at 20%, this implies that if the demand approaches this 20% threshold,
five times the required capacity must be installed. This would lead to overgeneration
and consequent electric surpluses during many periods of the year, while during others,
generation would not be sufficient, causing possible blackouts if backup generation and/or
storage systems to deal with energy shortages were not properly sized.
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Another key consideration is that energy demand is not constant over time. As such,
these findings should be viewed as a general reference for system behavior. Measures
such as demand-side management (DSM) will be essential to better align generation
and consumption, potentially reducing the requirements for backup and storage systems.
Overall, this analysis highlights the behavior and evolution of DF events depending on the
type of location and the characteristics of the solar and wind resources available in the area.
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4. Conclusions
Solar and wind energy are central to achieving net-zero emissions, but their intermit-

tency, unpredictability, and location-dependent nature pose challenges for energy system
reliability. The mismatch between renewable generation and electricity demand often neces-
sitates backup fossil-fuel-based power. To address this, probabilistic modeling, particularly
Monte Carlo simulations, is used to analyze uncertainties by generating synthetic datasets
for wind speed, temperature, and solar irradiance based on 22 years of data. These models
employ probability distribution functions (PDFs) to simulate annual renewable energy
availability). In the current study, beta is used for solar irradiance, Weibull for wind speed,
and normal for temperature. Wilks’ formula suggests that 93 simulation runs are sufficient
to achieve a 95% confidence level.

Periods of Dunkelflaute (DF), prolonged low renewable energy production, highlight
the need for energy storage, demand response, and backup solutions. These critical periods,
where renewable generation drops below a set threshold (typically 10–20%), present a
major challenge in countries like Germany, which still relies on fossil fuels during winter
due to underdeveloped large-scale chemical storage. Addressing DF requires consistent
energy mixes, including mainly battery storage and backup solutions, always depending
on regional characteristics. However, a location’s geographical and climatic characteristics
significantly influence the measures taken. High wind-high solar locations benefit from
natural complementaries between the two resources. In such regions, like coastal areas or
deserts, storage systems might primarily address short-term variability, such as night-time
consumption or brief wind calmness. In contrast, inland areas or regions with consistently
overcast and low-wind conditions might struggle to meet baseline demand without a
combination of long-duration storage, demand-side adjustments, and interconnections to
regions with better resource availability.

Future research should prioritize the integration of advanced optimization techniques
to enhance the efficiency and reliability of renewable energy deployment. This includes
addressing short-term fluctuations through improved forecasting, real-time grid manage-
ment, and demand-side strategies, as well as tackling long-duration storage challenges
with innovative energy storage solutions tailored to location-specific characteristics. An
integrative approach that balances economic viability, environmental sustainability, and
energy security is essential to ensure a resilient transition toward net-zero emissions. By
aligning technological advancements with policy frameworks and investment strategies,
the path to sustainable development can be both scalable and adaptable to diverse regional
energy needs.
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